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Abstract. Static resource analysis determines the resource consump-
tion (e.g., time complexity) of a program without executing it. Among
the numerous existing approaches for resource analysis, affine type sys-
tems have been one dominant approach. However, these affine type sys-
tems fall short of deriving precise resource behavior of higher-order pro-
grams, particularly in cases that involve partial applications.

This article presents A\Jq.r, a non-affine AARA-style dependent type sys-
tem for resource reasoning about higher-order functional programs. The
key observation is that the main issue in previous approaches comes from
(i) the close coupling of types and resources, and (ii) the conflict between
affine and higher-order typing mechanisms. To derive precise resource
behavior of higher-order functions, A3, decouples resources from types
and follows a non-affine typing mechanism. The non-affine type system
of \J3.r achieves this by using dependent types, which allow expressing
type-level potential functions separate from ordinary types. This article
formalizes A\Jq,’s syntax and semantics, and proves its soundness, which
guarantees the correctness of resource bounds. Several challenging classic
and higher-order examples are presented to demonstrate the expressive-
ness and compositionality of A7, ’s reasoning capability. This article also
includes an algorithmic variant of AJ3.’s type system and a discussion
of the automation of type checking and inference for AJ;.,-
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1 Introduction

Resource Analysis Resource consumption (e.g., time, space, and complexity)
of programs has always been at the heart of computer science, with programming
language research being no exception. In this article, we focus on the static verifi-
cation of upper bounds on the resource consumption of a higher-order functional
program. For example, below shows the type and implementation of a curried
append function for integer lists, where we wrap recursive calls in a special
construct tick 1 to indicate that we specify a resource model that counts the
number of recursive calls.
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append : List(int) — List(int) — List(int)
append = Ax. \y. case x of nil = y | cons(x0,x1) = cons(x0, tick
1 (append x1 y))

A resource analysis of the append function should yield that the number of
recursive calls is upper-bounded by the length of the first argument. There have
been tons of techniques for verifying or automatically inferring such an upper
bound; in particular, there have been many type systems for resource analysis
2337361201181 73 TI32IRI9U38ITTITHB55 75 TIT3UB3I34 T4 T06 TI2IT9I22148].
Among those type systems, automatic amortized resource analysis (AARA)
has been a fundamental approach for deriving symbolic resource bounds, i.e.,
bounds that are given by a function of the program’s input. AARA was ini-
tially studied by Hofmann and Jost [23], and later extended to various resource-
analysis situations with a recent survey provided by Hoffmann and Jost [2I]. The
high-level idea of AARA is to augment the type system with resource annota-
tions, which specify potential functions carried on data structures. For example,
a value of type int! carries one unit of potential, which can be used to pay for
one unit of resource consumption (i.e., tick 1). A more interesting example is
the annotated list type List(int'), the value of which carries one unit of poten-
tial per list element, thus the whole potential equals exactly the list length. An
AARA type system would derive an uncurried type annotation for append:

append : List(int') x List(int®) — List(int°)

The type suggests that append consumes up to one unit of resource per element
in the first list.

Closure and Resource With the uncurried annotated type shown above, can
we say that the time complexity (in terms of the number of recursive calls) of a
curried append is O(n), if n is the length of the first argument? Unfortunately,
the fact that append is curried makes things complicated, because it is obvious
that partially applying append to one list, e.g., append /1, would consume no
resource. Moreover, the partial application would create a closure that captures
£1. When applied to another list ¢5, the closure’s time complexity is linear—not
in the length of the closure’s argument fo—but in the length of the captured
£1. In other words, precise resource analysis of higher-order functions requires
that the type system track fine-grained information about closures, especially
those that can capture data structures with potentials. We call such closures
potential-capturing closures.

In this article, we focus on supporting AARA-style resource analysis with
potential-carrying closures. To demonstrate the technical challenges, we need to
first zoom in on how AARA works. Most AARA-style type systems rely on linear
or affine typing [66], whose (informal) intension is to disallow multiple usages
of the same program variable. This makes sense because the data structure
referred to by a program variable may carry potentials, while duplicated uses of
a variable cause duplications of its potentials. As a consequence, every function
type in an affine type system would be annotated explicitly with a multiplicity,
i.e., A =™ B, where m is an upper bound on the times the function could be
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applied. For example, the curried append function is actually assigned with the
following more verbose type annotation:

append : List(int') —° List(int’) —' List(int°)

The first arrow is annotated with the multiplicity oo, which indicates that the
append function can be applied an arbitrary number of times. One can justify
this by observing that function append can generate arbitrarily many closures,
as long as enough potentials are provided with its first argument ¢;. The second
arrow is annotated with the multiplicity 1, which indicates that the closure
obtained by append ¢; can be applied at most once if ¢; is of type List(int').
One can justify this by observing that the closure captures ¢1, whose potential
equals the length of ¢; (denoted by |¢;|), but applying the closure to ¢5 would
consume |¢1] units of resource and use up all the captured potential, thus the
closure should not be applied more than once.

However, the verbose type annotation for append does not characterize its
precise resource behavior, e.g., partially applying append to one list ¢; does not
consume any resources, but the type already requires |¢;| units. In addition,
the type system determines the number of uses by its type annotation instead
of by its context. Thus, a re-analysis of typing is triggered every time we put
append into a different program context, which is rather non-compositional. As
an example, the verbose type annotation shown above is not suitable for checking

let app_par = append {¢; in (app_par ¢>, app_par {3)

because the program would use append ¢; twice. We need a different annotation
like

append : List(int?) —° List(int’) —2 List(int°)

to type-check the program.

This append problem is also pointed out by Scherer and Hoffmann [59] but
it remains incompletely solved. In their work, they studied type-based analysis
of closures and proposed open closure types, i.e., function types annotated with
type contexts to track data-flow properties of captured variables. The append is
then possible to track potentials with an annotated type like

append = [|(z: List(int®)) —°° [z : List(int")](y : List(int°)) —' List(int®)
where [I'](z : A) =™ B uses a resource-annotated type context I" to describe
the behavior of the closure application. However, even if we adapted open closure

types to AARA, the resulting type system would still be affine and face the issue
of having to determine multiplicities upon function definitions.

Challenge: Go beyond Affine Typing Our key observation is the following:

Existing AARA-style type systems require affine typing be-
cause they tightly couple datatypes with potentials.

For example, the type List(int') shown above is a resource-annotated type that
couples an ordinary list type List(int) with a potential function that equals the
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length of the list. More advanced examples include polynomial-potential anno-
tations [20], e.g., List\%:91:92) (int) couples List(int) with the potential function
)\K.qo(‘g‘) + ql(‘f‘) + qg(‘gl). Resource-annotated types play an important role
in the automation part of AARA: a type system can design a specific numeri-
cal space of resource potentials (e.g., non-negative integers or rational numbers)
and then reduce the type inference to solving a system of constraints by the
annotations (e.g., linear programming).

In this article, we tackle the challenge of going beyond affine typing by com-
pletely decoupling potentials from datatypes. Intuitively, because all datatypes
become potential-free, they do not need to be affine; thus, we fall back to a stan-
dard type-system design. On the other hand, we need a mechanism to explicitly
represent potential functions at the type level. Taking inspiration from open
closure types, we introduce a dependent-arrow-like notation [fi],Th — [fa]yT%,
where x and y bind the argument and result respectively, 7} and 7% are ordinary
types, and fi, fo are potential functions that can reference free variables in the
type context of the function definition. For example, the append function has
the following type in our type system:

append @ (x: List(int) — (y : List(int) — List(int))ength(z)—0]) [0—0]

Note that we hide unnecessary binders for brevity. The type above should be
interpreted as follows: the append function takes an argument x and it does not
require any potential to create a closure which captures x. The obtained closure
then takes an argument y and it requires length(z) units of potential to return a
list without potential. This type annotation has two benefits: (i) it characterizes
the precise resource behavior of append, including the behavior of its partial
application, and (ii) it does not need to determine any multiplicity and it is not
an affine type at all. As a tradeoff, our type system has to support type-level
computations such as length(z) that can use program variables. Thus, our type
system is a dependently-typed variant of AARA.

Challenge: Support Lightweight Dependent Typing There have been sev-
eral dependent-type-based approaches for resource analysis or verification. Wang
et al. [67] developed a refinement type system for complexity analysis, focusing
on constraint-based analysis instead of supporting potential-based analysis like
AARA. Knoth et al.[36l37] developed liquid-style type systems that integrate
refinement typing with AARA, while Rajani et al. [57] proposed a dependently-
typed calculus for amortized resource analysis; however, those systems still re-
quire linear or affine typing for tracking potentials. Niu et al. [51] proposed a
cost-aware logical framework that can be instantiated to build different resource
analyses, including amortized analysis, but it emphasizes its logical framework
instead of giving a concrete resource-annotated dependent type system.

In this article, we focus on designing a lightweight AARA-style dependent
type system without affine typing. Our type system is lightweight in the sense
that its dependent part describes only potential functions, e.g., numeric primi-
tive recursions over inductive datatypes. One major challenge in designing the
type system is to ensure compositional typing, especially for dependent function
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applications. For example, partially applying append to an expression e of type
List(int) with length(e) units of potential would yield the following typing:

append e @ 3w : List(int). [length(x)](y : List(int) — List(int))[ength(z)—0]

where the existential indicates that append e constructs a closure that captures
a list = with length(z) units of potential. However, managing existentials would
quickly complicate the typing, especially when there are higher-order functions
with different levels of existential quantifiers. But fortunately, global existential
quantifiers can satisfy our need for potential analysis.

We here propose a lightweight solution that keeps a global potential context
2 for those existentials along with the usual type context I'. In some sense it is
similar to the idea of prenex polymorphism, which places all universal quanti-
fiers at the outermost position. In our setting, we consider placing all existential
quantifiers, which account for potentials captured in a closure, at the outermost
position. Our type judgements then take the form Q|| f; F e: [fg}IT, where
{2 is our global potential context, I" is the usual type context, fi; and fy are po-
tential functions, and x is the local binder on T which can be omitted for brevity.
For example, below are possible type judgements for append and append e:

|- |0+ append : (z : List(int) — (y : List(int) — List(int))[iength(z)—0])[0—0]
x: List(int) | - | 0 - append e : [length(x)](y : List(int) — List(int))[ength(z)—0]

In this way, our type system sidesteps the issue of possible “pollution” of exis-
tentials while still being effective enough for AARA-style reasoning.

Contributions This article makes the following three contributions:

— We propose a lightweight dependently-typed AARA for reasoning about the
resource consumption of higher-order functional programs. Our type system
is the first AARA-style type system that does not require linear/affine typing
and can describe the precise behavior of curried functions.

— We formalize our dependent type system and prove its soundness with re-
spect to a cost-aware operational semantics.

— We demonstrate the effectiveness of our type system on a suite of challenging
examples. We also include a discussion towards automating our type system.

2 Overview

We call our new calculus AJq, ., where “amor” and “na” are short for “amortized”
and “non-affine” respectively. In this section, we sketch the general idea of how
AD2 o works and use a few motivating examples to demonstrate its difference

from prior type systems for AARA-style resource analysis and verification.

2.1 Prior Work: Automatic Amortized Resource Analysis

Automatic Amortized Resource Analysis (AARA) is a technique first introduced
by Hofmann and Jost [23] as a type system for deriving linear worst-case bounds
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on the heap-space consumption of first-order functional programs with eager
evaluation strategy. As surveyed by Hoffmann and Jost [2I], dozens of works
extended AARA to support different resource metrics, evaluation strategies, re-
source bounds, and language features, making AARA a state-of-the-art method-
ology for resource analysis and verification. At the core of AARA is the potential
method for amortized complexity analysis, which was proposed by Tarjan [63]
to manually derive an upper bound on the resource consumption of a sequence
of operations. To apply the potential method to analyze general programs, one
needs to specify potential functions that map program states to non-negative
numbers, such that the potential at every possible program state is sufficient to
pay for the cost of the next state transition as well as the potential of the next
state. AARA introduces type annotations to encode such potential functions;
thus, an AARA-style type system must statically verify the type annotations in
a program to ensure the correct application of the potential method.

Typical AARA typing judgements take the form I' l% e : A with p,q > 0,
which reads as: under type context I" and with p units of potential, the expression
e has the type A with a return of ¢ units of potential. As we discussed in {I]
the type A and those types in I" are resource-annotated, e.g., List(int') which
means a list that carries one unit of potential per list element. It has been
shown that the close coupling of potential functions and data structures renders
AARA effective and automatable [23|3T36]. Because types carry resources, it is
natural for AARA type systems to adopt linear or affine typing. Below are some

canonical typing rules for AARA, where A M) B denotes a resource-annotated
function type with p/q as the pre-/post-potentials of the function:

(AARA:NI1L) (AARA:Cons)
p=0 p=0
z: A % z: A - % nil : List(AP)  xp : A,z List(AP) }% cons(xp, ) : List(A?P)

(AARA:VAR)

(AARA:LET) (AARA:ABs)
I }% e1: Ay I,z Ay }% es: Ay, LiziA }% e: B I does not carry any potentials
Fl,Fg}%letx:elinengg F%Am.e:A—%q B

Rules (AARA:NIL) and (AARA:CoNSs) describe how to store potentials in a
list; for example, to build cons(zp,x:) of type List(int?) carrying p units of
potential per list element, one needs p units of potential (for z;) and a z; that
has type List(int?). Rule (AARA:LET) indicates that the type system is linear:
one needs two different contexts I} and I to check e; and es, thus forbidding
e; and ez to use the same variableﬂ Rule (AARA:ABS) is one of the most
non-trivial rules: the side condition (marked in blue) is essential because AARA
typically treats functions as copyable objects, i.e., a function can be applied an
arbitrary number of times. If the side condition were discarded, the function
body e would then be able to consume potentials stored in I" to pay for the

3 This is not a severe limitation, because AARA can use sharing to split a variable
into two, with the understanding that the carried potentials are also split.
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costs inside e; thus, multiple applications of the function would consume the
same piece of potentials multiple times, resulting in unsoundness. Therefore, the
rules above can not verify the resource bound of the curried append function
shown in because it would require a typing judgement like x : List(intl) F

Y. €append © List(int®) o0, List(int), where the context does carry potentials.

Several efforts have been made to relax the limitation of
(AARA:ABs) [1836l57]. Hoffmann et al. [I8] adapt a stack-based typing
principle, which essentially uncurries function applications if needed. Below
shows two typing rules of Hoffmann et al. [18]’s system for function definitions,
where a stack X is used in the typing judgement X; I e : T to record all the
argument types:

(AARA:STACK:ABSPoP) (AARA:StACK:ABSPUSH)
X:I'FAx.e: T il :ThFXx.e: T
sIEXx.e: X —T Ty X' Xx.e: X —T

By the interaction of the (AARA:STACK:ABSPOP) and
(AARA:STACK:ABSPUSH), one becomes able to uncurry a higher-order
type like Ty — -+ — T,, — T into a bracket function type [T, -+ ,T,] — T.
Under this approach, the limitation of (AARA:ABS) is clearly handled by in-
troducing all the n variables at the same time, thus curried functions like append
can have a sound type annotation like [List(int'), List(int®)] — List(int"),
instead of the unsound annotation List(int') — List(int®) — List(int°). How-
ever, this approach sets us aside from one of the most powerful tools—partial
application—that higher-order functions can offer.

On the other hand, Knoth et al. [36] and Rajani et al. [57] adopt an affine type
system with multiplicities, which bound the number a function can be applied.
Take Knoth et al. [36]’s system as an example, function types in their works has

the form similar to m - (4 LN B), where m is a non-negative integer for the
multiplicity. Note that we switch to a htly different notation for multiplicities,

compared with the example shown in §1| Intuitively, co- (A ﬂq—> B) has the same

meaning of the function type justified by (AARA:ABS), whereas 1- (4 LN B)
is similar to the function type in a usual linear type system, in the sense that
such function can only be applied once. The typing rule for function definitions
could become the one shown below, where m - I' constructs a context with the
same bindings as I', but with m times of the potentials in I™:

(AARA:ABs:MuULTI)
Ix: A }% e: B

m-F%)\x.e:m-(A%B)

With the rule above, it is possible to verify the curried append function has the

type oo- (List(int!) NANE (List(int) o/, List(int))), which we showed in

However, as we discussed in 1] the linear or affine nature of AARA type sys-
tems makes it quite rigid to handle higher-order functions. (Recall the app_par
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example in §I| which partially applies append to obtain a closure and later uses
the closure twice.) In we show how our AJ2  tackles the problem.

amor

2.2 This Work: Non-Affine Dependently-Typed AARA

The first observation on AARA-style type systems is that the affine typing is
necessary for dealing with potential-carrying types. Most prior systems neglect
the desire to separate potentials from types, despite that they actually feature
such a separation in some parts. For example, in the typing judgement I' I%
e: T, you get p and ¢ as input/output constant potentials, which stand aside
from context I" and type T. However, such a separation is not enough because
potentials associated with data structures like List(int') can not be expressed
by a constant. To decouple potentials completely from types, in AJ2 . we extend

typing judgements of the form I” I% e : T to the form
‘Q|F|f1 Fe: [fQ:IZTa

which replaces constant p,q with potential functions f1, fo and reads as: under
potential context 2 (which we will explain later in this section), type context I"
with f1 units of input potential, the expression e has the type 7', whose result
is bound by a local binder z and carries an output potential of fo units. Thus
in our design, fi and fy will carry all the potentials used and remaining, while
the potential context {2 and type context I" carry mo potentials.

Then, a typical typing judgement in our system

|y : List(int) | length(y) & id y : [length(zx)], List(int)

may be read as: with a variable y of a list type in the context and length(y)
units of potential, the expression id y can return a result of a list type with
length(x) units of potential, where x binds the result of the expression. The type-
level potential function length(-) serves as the resource annotation List(int') in
usual AARA systems. Since the type-level length(-) function can be applied to
program variables, our AJ2 = system is naturally dependently typed. Thus, one

amor
would define the type-level length(-) function as an ordinary function:

length = Ax. case x of nil = 0 | cons(x0,x1) = 1 + length x1

It should be noted that type-level functions should guarantee termination, in
order to render the type system sound. There have been many techniques in
the community of dependent typing, such as measures [55], well-founded recur-
sion [62], and primitive recursion on inductive datatypes [37]. In our design of
Adaors We do not stick to any specific design of type-level functions; instead, we
focus on the idea that what capability our type system can offer if we can carry
out arithmetic reasoning on type-level potential functions. Thereby in the rest of
the section, we assume we can perform arithmetic reasoning in the type system.

Because of the dependent nature of A2 . arrow types become (z: A — y :
B)(f,—f,) with binders = and y, which bind the argument and result and can be

referred to in potential functions f; and f5. It is now possible to describe the
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ra o as follows, where matd() stands for the case
analysis for inductive datatypes adopted from Knoth et al. [37]’s work:

curried append’s behavior in A2

def

Tappend = (w2 List(int) — ((y : List(int) — List(int))[iength(z)—0]))[0—0]
append £ fiz append : Tappend- AZ. Ay. matd(z, {nil(zo). y, cons(xo, z1).
tick 1 (cons(xg, (append z1 y)))})

Notably, such a type precisely characterizes the cost behavior of the curried
append: applying append with only one argument x would not consume any
resources, and further applying the obtained closure with a second argument
y would consume length(x) units of resource, where z is the captured first ar-
gument. The key to this precise characterization is that we let the outermost
binder in lambda abstraction capture all the potentials in the context:

(TABS)
QLT fi e [fg}yTz z ¢ dom(£2) U dom(I")

QITCIOF Xz:Tie: [0] (z:Ti = y: T2 5

While this rule may look similar to previously shown rules (AARA:ABS) or
(AARA:ABs:MuLtl), the exception is our (TABS) does not require potential-
free context restrictions or explicit multiplicities. This is only viable in our A2,
because all the contexts {2 and I" are guaranteed to carry 0 potentials, and all the
required potentials can be expressed and captured in the f; part. This feature
enables us to do compositional reasoning about closures and partial applications,
but yet a bit more elaboration on lambda applications is needed next.

The second observation on AARA-style type systems is that the multiplicity
is a remedy for the imprecise characterization of function behaviors. Take the
linear type oo - (List(int') — 1 - (List(int®) — List(int®))) for append as an
example. The first argument requires length(-) units of potential in advance
while the consumption actually happens after the second application. Thus a
restriction of multiplicity 1 is imposed on the second arrow because the first
argument only ask for potentials that is enough for 1 time of second application.
In practice, one may not always be able to decide the number of usages in
advance, thus multiplicity results in non-compositionality: you have to change
the type annotation (especially the multiplicity) by the actual context involved.

In our approach, we remove multiplicities to achieve compositionality, but
this removal does not come for free, especially in the case of lambda-applications.
Before proceeding to the concrete typing rule, let’s take an example to illustrate
the challenge. Suppose we want to subject an expression e; of type List(int)
with 4 x length(¢1) units of potential—where ¢; binds the evaluation result of
e1—to the function append. We notice that in the first arrow of Tippend, the
type requires 0 units of potential. Thus, we need to keep the 4 x length(¢1) units
of potential for later use because there is no multiplicity for us to restrict the
number of usage of the second arrow. In other words, append e; results in a
potential-capturing closure:

| - 10 + append : [0] Tappend - lp Fer: [4x length(ﬁl)]elList(mt)
| - |p1 F append e : [4 X length(h)] (y : List(int) — List(int))iength(2)—0]

(TApP?)
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However, the typing judgement shown above is problematic: the variables /; and
z used in the result type are mot bound. Intuitively, the application should be
safe to proceed. One possible workaround—adapted by Knoth et al. [36/37]—is
to require programs to be in A-Normal-Form (ANF); that is, the application
arguments must be a variable or a value. For example, if e; is a variable z that
can be located in the context, we can substitute both ¢; and x with z to make the
type valid. Another approach is to introduce ezistential types [55/4]; for example,
even if e; is not a variable or a value, one can assign append e; with the type
3z ¢ List(int). [4 x length(z)](y : List(int) — List(int))engtn(=)—0], Which uses
an existential binder z for the evaluation result of e;.

In this work, we aim to target a more flexible language, thus we do not
want to restrict our language to allow only ANF programs. On the other hand,
introducing existential binders would complicate the type system, which in itself
is worth a separate study (as shown by Borkowski et al. [4]). As mentioned in
@ in our AJ7,., system, we propose a lightweight approach: we introduce a global
potential context (2 to keep track of those existentially-bound potential-carrying
variables. Below shows a derivation for the partial application append e; in \72

amor*

| - 10 + append : [0] Tappend | pr Foer: [4x length(ﬁl)]zlList(mt)

x: List(int) | - | pr F append ey :
[4 x length(x)](y : List(int) — List(int))ength(2)—0]

(TArpP)

As you can see, a substitution of ¢; with x is triggered and the global potential
context is extended with a binding of . The typing judgement reads as follows:
after the application of append on ey carrying 4 x length(¢1) units of potential
with ¢; bound to ey’s result, /1 is then instantiated to the variable z while x
is introduced as an existential variable to the global potential context. We can
further apply the result of append e; to another expression ey of type List(int)
with no potentials; the typing derivation is shown below:

z : List(int) | - | p1 + append €7 :
[4 x length(x)](y : List(int) — List(int))ength(z)—0]
|- |p2 b ez [0] List(int)
x : List(int), y : List(int) | - | p1 + p2 - append e1 e2 :
[3 x length(z)]List(int)
@ : List(int)| - | p1 + p2 - append e1 ez : [3 X length(x)] List(int)

(TAppP)

(TERASE)

Similar to the previous use of the (TAPP) rule, the application of append ey
to ey introduces another existential binding y : List(int). The difference is that
now the application needs length(z) units of potential to proceed. Because the
closure returned by append e; carries 4 X length(x) units of potential, it is sound
to make the application and leave 3 x length(x) units of potential to the next. In
the derivation, we also demonstrate the use of the (TERASE) rule, which removes
unnecessary existentially-bound variables from the global potential context. In
this example, y is no longer needed so we can safely remove it.
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We can now show A\72

2 or S typing rule for lambda applications:
(TArp)

QT fi ke [fo] (:Tr—=y:T2)i5)
.Q|F|f5 Foes: [fe}le Q,.’[:Tl‘r = f3[w0—>x} S(f2+f6)[w>—)$]

QT | fi+fsFeex: [(f2+f6_f3)[w'_>$}+f4]yT2

The first two premises include the typing judgements for e; and es, respectively.
Then for the application, we need to instantiate all the potential associated with
local binder w for es, to the local binder « for the argument type in e;. The third
premise checks whether the potentials carried by e; and e, are sufficient for the
application or not. Finally, we store the unused potentials in (f2 + fo — f3)[w —
x] + fa, and add an existential binder z to the global potential context. In this
way, we can derive x : List(int),y : List(int)| - |p1 + p2 - append e; ez :
[3 x length(z)] List(int) as shown earlier in this section.

With the lambda-abstraction rule and application rule provided, we can fi-
nally derive a typing judgement for the curried recursive function append. Let

Ty & append : Tappend, & @ List(int), y : List(int),
I =

= Ty, xo : int, zy : List(int).

We have the following derivation for the sub-expression that corresponds to the
cons case. The notable thing here is how the potential is carried along with the
sequential applications of x1 and y:

|10 + append : [0] Tappend
| I | length(z1) F 1 : [length(xl)LIList(mt)

x : List(int) | I | length(z1) - append 1
: [length(as)] (y : List(int) — List(int))iength(z)—0]

(TApp)

TApp
x @ List(int),y : List(int)|I' |length(z1) - append z1 y : [0]List(int) ((TE ) )
RASE
-| I't | length(x1) + append z1 y : [0] List(int) (TCoxs)
ONS
-| 't | length(z1) + cons(wo, (append @1 y)) : [0] List(int)
(TTIiCKP)

| I't | length(x1) + 1 + tick 1 cons(zo, (append x1 y)) : [0] List(int)
We then proceed to the case analysis as well as the fixed-point definition:
. | To, ®o : unit |0 F y: [0] List( mt
|Fo | length(x) + x : [length L:Lzst
| Io | length(x) + matd(---) : [0] List(int)

- | append : Thppend; T : Lzst(mt) [OF Ay, -+
[0]((y : List(int) — List(int))ength(a)—0])
-|append : Thppend |0 F Az. Ay. -+ i [0] Tappend
| - 10 F fiz append : Tappend- AZ. Ay. -+ : [0} Tappend

(TDES)
(TABs)

(TABs)
(TF1x)

Let us conclude using the higher-order example app_par introduced in §I} We
can reimplement app_par as follows using lambda abstraction and application:

(Az. (2 €2, 2 £3)) (append ¢4)



12 Han Xu and Di Wang

To show the capability of A}, ., handling higher-order functions, we let ¢; carrying
2 x length(¢1) units of potential, while ¢ and ¢3 carry no potentials. Let T,
be (y : List(int) — List(int))[iength(z)—0), 1-€., the type that the argument z is
supposed to have. The typing derivation for the Az. - - part in Al is presented

amor
below:

@ : List(int) |z : T2 |0 & z: [0] (y : List(int) — List(int)) ength(z)—0]
@ : List(int) |z : T. | length(z) = z € : [0] List(int)
@ : List(int) |z : T. |2 x length(z) & (2 £2,z €s) : [0] List(int) x List(int)
x @ List(int)|-|0 b Az. (2 €2,z £3) : [0](2 : T> — List(int) x List(int))2x ength(z)—0]

(TArp)
(TPAIR)
(TABs)

Next, we derive a typing judgement for the partial application append ¢;:

|- |p s [2 X length(l)], List(int)
x : List(int) | - | pF append ¢; :
(2 x length(x)](y : List(int) — List(int))ength(z)—0]

(TArp)

Finally, we can compositionally reason about the resource consumption of the
app_par example:

(TArp)

x : List(int)|-|p b (Az. (z L2, z £3)) (append ¢1) : [0] List(int) x List(int) (TE )
RASE

| - [p F (Az.(z £2,2 €3)) (append £1) : [0] List(int) x List(int)

That is, p is an upper bound on the resource consumption if p units of potential
are sufficient to build the list ¢; with 2 x length(¢1) units of potential.

3 Technical Details

In this section, we will give an overall description of the syntax and semantics
of A\J2.,, along with sketches of the type soundness proof under cost semantics.
While examples and automation of AJ2 . will be later introduced at §4 and

amor

3.1 Syntax

TYPES To=int | Ty xTo | (x:T1 =y :To)f— 1]
| Vx : T1.T2 | an(c, (T7 m)

EXPRESSION ex==x|i|lopi(€) | Azx:T.e| Ax:T.e|er ez | (er,e2)
|me|me| fiva:T.el|tickie]| let z=e1in ez
| Cileo, (€1, ... em,)) | matd(eo, C(zo, (1, ..., Tm).€)

PRE-VALUES pvi=a|i|opi(pd) | Az :T.e| Az :T.e | (pv1,pv2)
| Ci(pU(), (pvh ,p'Um7))

VALUES vi=i| Az :T.e| Xx:T.e| (vi,v2) | Ci(vo, (v1, ..., Um,;))

TypE CONTEXT rs=.-|Lx:T

POTENTIAL CONTEXT := - |Q2,2:T
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Types The types and terms in our calculus are a combination of AARA [23] and
Liquid Resource Type [37]. We choose int to serve as basic types to do arithmetic
reasoning, while other resource types such as R work just as well in our system.
Ty X Ty and Vx : T1.T5 are standard product types and dependent types. Our
arrow type (z : T1 — y : T2)[f,f,] IS a generalization from AARA arrow type

A ”—/% B. f; and f5 are the generalized potential resource input/output from p
and ¢, while z and y specify potential variables bound on the input and output
potential function f; and fo. Here f1, fo, 71 and 75 can depend on = while only
f2 and T3 can depend on y. ind(C, (T, m): is a simplified inductive data type
adapted from prior work [37/18]. C stands for the name of the constructor, T is
the type of content, and m is the number of copies of the inductive type itself.
Such as List(int) is represented as List(int) = ind({nil(Unit,0), cons(int,1)}),
and Tree(int) is represented as Tree(int) = ind({leaf (int,0), node(Unit,2)}).

(POP-LINEAR)

(PConsT) (PINT) op is linear
2Nnr=4¢ 2Nr=4¢ zrinte QUI Vi, Q|+ f;
=
2|k c NItk z Q|+ op(fi)
(POP-NON-LINEAR)
op is non linear (PPAIR)
Vi, ;| b fi Vi € [1,2],x; ¢ dom(£2) Udom(I")
Vi, j, © # j — dom(§2;) Ndom(I;) = dom(§2;) x: Ty xTr € QUT, Vi € [1,2],
Ndom(£2;) = dom(I3) Ndom(I;) =0 Nz, z; : T | Mz b filx — (21, 22)]
%
U UL+ op(f) QIrEy
(PCons)

Vi, Vj € [1, m;], zi; ¢ dom(£2) Udom(I") z:ind(C,(T,m)) € QU
Vi,Vj € [1,7’)74'], Q\JJ, Tij : Tij7 f cint | F\I = f”[a: — Ci(l’o, (1'1, 71‘7711))}

2|+ fiz f. matd(z, C(xo, (X1, ..., Tm, ). Z fij)

jem;

Fig. 1: Potential Functions

Expressions Our expressions are based on the standard lambda calculus (in-
cluding type abstraction, fixpoints, and product types), extended with cost se-
mantics and recursive data structures. We annotate lambda abstractions Az : T'. e
with the argument type 7' to enable an algorithmic typing version, as discussed
in However, these annotations can be omitted in practice, as all typing, eval-
uation, and soundness results hold regardless of their presence. Indeed, we omit
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them in the presentation of examples for readability. The cost construct tick i e
expresses the consumption or release of i units of resource before evaluating
the expression e—consuming resources when ¢ is positive and releasing them
when i is negative. A typical example of resource release is memory dealloca-
tion: once a program releases ownership of a block of memory, that portion of
the resource becomes available for reuse, which corresponds to tick — 1 . For re-
cursive datatypes, the term C;(eg, (€1, ..., em,)) denotes the i-th constructor, and

matd(eg, C(xo, (1, ..., xm).ej represents a case analysis over the constructors of
datatype C applied to expression e. We also introduce the arithmetic operation
opi(?) to support the definition and computation of potential functions.

Values and Pre-Values Values are the normal forms that cannot be further
reduced. Our values are standard, but we also include pre-values in our calculus.
Pre-values are values with variables and arithmetic operations. We need these
pre-values because we want to subject some potential functions using the po-
tential abstraction AX : T.e. Dependent type systems with fix-points will not
be decidable, so here we subject the restricted forms as pre-values into potential
polymorphism AX : T.e, as shown in the typing rule (TPAPP) rule in Fig.

Type Context and Potential Context As shown in the §I]and there are
two kinds of contexts, type context I' and potential context (2. Type context
I' captures bound variables in the )\ abstraction and fix-points, while potential
context {2 captures existential global variables to bind potential functions. All
the variables used in expressions or potentials function should appear in either
type context or potential context, and common variables in type context and
potential context should share the same type.

Potential functions Potential functions f are introduced to decouple poten-
tials from types, especially from recursive data types. In our context, potential
functions are just the primitive recursions that map pre-values to int. There is a
set of rules associated with potential functions. 2| " | f is the well-formedness
judgements, requiring all the variables in f appears in the context {2 or I'. Be-
sides, we have the inequality judgement 2| "  f1 < f5 is the inequality judg-
ing, requires f; < fo under all instantiation of free variables by values v, to be
solved by Linear Arithmetic Solver (with only linear operations), or other SMT
solvers (with non-linear operations). The primitive recursion under our context
only proceeds through product types T} x Ty and inductive types ind(C, (T, m) ;,
but have constant values on other types, similar to the measures used in some
liquid type systems [37U55].

3.2 Typing Rules

na

Next we can introduce the type system of AJ2 .. The typing judgement
QIT|fi + e: [f2] T reads as follows, under the potential context {2, typ-
ing context I" and with an input potential function f;, we can have expression
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e as type T, with an output potential function f>. Besides, the output poten-
tial function fy has a local binder = on the type T, suggesting fo and T can
depend on x. We sometimes omit the local binder z if x does not appear in
f2 and T, but here all the local binders are explicitly provided in the typing
rules. Local binders can be variables that already appears in the context, as rule
(TVAR) shows, but for the other cases, we use a fresh variable to bind the result.
The most important thing to notice in AJ3,’s typing is the interaction between
input/output potential functions, type structures and local binders.

(TTickP) (TTICKN)
Q|F\flke:[f2bT p>0 Q|F\f1—pke:[f2hT p<O
(Z\F|f1+pktickpe:[f2}zT Q|F|f1ktickpe:[f2}zT
(TF1x)
(TDroP) z ¢ dom(£2) Udom(I")
QT fike: [f] T x ¢ typefv(e) U fv(T)
(TINT) Q,2:T|TF fs< fo QL z:T|0Fe: [0] T

x ¢ dom(£2) Udom(I")
QIr|[0] Fi: [0] int

I,
Q\F|f1}—e:[f3]xT Q|0+ fizxx:T.e: [0].T

z

(TProJ1)

(TRENAME) y ¢ dom(£2) Udom(I")

z,y ¢ dom(£2) Udom(I") |\ fLke: [fg]le X T

QI frFe: [f] T QT xTy|T b faly— ma] < fo
I fke: [fg[:t»—)g/]]yT[xHy] QI fi b me: [fg}yTl

(TRELAX) (TVaR)
.Q|F|f1|_€[f2:|xT J,'ZTGF
2CF f3>0

QU0+ z: [0] T
QT i+ fs ke [fot+ f3] T v

Fig.2: Typing Rules (Selected, full in Appendix)

Most of rules like rule (TINT), rule (TPAIR), or rule (TPABS) are rather
common since they do not involve potential changes. In Fig. [2| Rule (TTIicKP)
and rule (TT1CKN) demonstrate the different behavior of consuming and releas-
ing p units of resource into the context. Rule (TVAR) allows you to use variables
non-affinely but set a local binder that has the same name of the variable while
potentials can be assigned later with the rule (TRELAX) or rule (TDROP). Rule
(TRELAX) shows an increase on both the input and output resource by an equal
amount is possible. Rule (TDROP) suggests the output resource can always be
dropped without any side effects. Rule (TFI1X) shows a standard rule for fix-
points, except we prohibit appearance of x instead the types and potentials of e
to avoid self pointing. Finally rule (TERASE) helps erase unnecessary variables
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in potential contexts, while (TRENAME) helps rename local binder that does
not appear in context.

(TABS)
QN LLxT|fLr be: [fz}yTz z ¢ dom(£2) Udom(I")

L0k Xx:Tr.e: [O]z((:r 2Ty =y o) f )

(TArp)

QT fiF e [fo] ((x:Tr—=y:To)-p)
2|\ fs F ea: [fe}le 2,z : T | F falw—z] < (fo+ fo)lw— z]

Q0 T it fs b oervea: [(fot fo— fa)lw o] + fa] To

(TLET)
.Q|F‘f1 Foep: I:fQ:IZTl
.Q‘F,x:Tl‘fgkegi[fdyTQ .Q‘F,lengSfQ[ZHLU]

Q,LZ’ZTl‘F|f1—|—f5 Fletz=e1 in es: [fg[Z'—)l‘]—fg—f—fdyTz

(TCons)
y ¢ dom(£2) Udom(I")
2\ fiteo: [fz] T Vj e [l,mi],Q|F|f3j Foej: [f4j]zjind(C, (T,m)

o

02, x0:Ti, ..., Tm,; 1 nd(C,(T,m)) | I F fs[y — Ci(zo, (z1,-..;Zm,;))] < fo + Zf4j
j=1

QT+ oy b Cleo, (€1, nem) : [fs],ind(C, (Tom)
j=1
(TDEs)
QT f1Feo: [fz]lmd(C, (T,m) Vi, Vi € [1,ms],z; ¢ fv(fs) U tv(Th)
Vi, 04 | I xo: T,y T, - an(C, (T, m) ‘fg[x — Ci(xo, (:I}l, ,.Ilml))] Foei: [f3]yT1

i

Q| fLk matd(eo,C(ﬂco,(ﬂcl,...,zm).ej: [fg}yTl

Fig. 3: Typing Rules (Selected, full in Appendix)

Followed by the second set of typing rules in Fig. [8] the most notable one
is rule (TABS) and rule (TAPP). For rule (TABS), we pack all the potential
function f; at this layer into the abstraction (x : Th — y : T)[f,  f,)- This design
is only possible under the separation of types and potentials, and helps us gain
compositionality in reasoning about higher-order functions. For Rule (TAPP),
there is an instantiation from w to z because ey will be the actual z in the
context. When doing an application, we check whether the potential fy carried
by the function itself and the potential fg carried by the parameter suffices or
not, and then put the residual potential into the result. The rule (TLET) is
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analogous to a combination of (TABS) and rule (TAPP). The rule (TCoONS)
and rule (TDEs) work just as rules (TPAIR), (TProJ1) and (TPrR0J2). The
immediate consequence of such typing rules is that the AARA type system is
embedable in our system, where we delayed the proof in Appendix.

Theorem 1 (AARA embedding). For I’ l% e : A, with Pure(-) maps a
AARA type context to a potential free A3, type context, P(-) maps a AARA
type context to the potential it carries, h(-) a non-trivial mapping from a AARA
term to a AD3,., term, we have that there exists a potential function @/, (A) such

that Pure(I') |- F q+ @,(A) < @ (A) and
Pure(T)| - |8(I) +p I h(e) : [8,(4)], Type(A).

3.3 Operational Semantics

The evaluation rule e; | p < ey | ¢ follows the line of resource-aware small-
step semantics [36J37UT4J67] without changing anything in substance, with full
version in Appendix. The evaluation contexts contain constant potentials p and
q, instead of using the potential function f; and fs. The only restriction for
potential p and ¢ in the context is they have to be non-negative. Among all the
terms, the only operation consumes potential here is the tick p e, while other
operations just pass the potential to the next. With the potential p and ¢ in
the evaluation context, and input potential function f; in the typing judgement,
now we can set up our soundness lemma.

3.4 Soundness

Next, we are going to prove the type soundness of the calculus. The proof for
progress is standard since the only evaluation rule that consume potential is the
tick i e, while other cases either do a substantial reduction like rule (EPROJ1)
or rule (EPR0J2), or do a substructural reduction like rule (EPAIR1) and rule
(EPAIR2). For substantial reductions other than tick i e, they do not con-
sume potential thus can always proceed. For substructural reductions, every-
thing needed is a weakening lemma. Here we leave the full proof in Appendix.

Lemma 1 (Progress Weakening). Ife | p < ¢€' | q, and p <p', then there
exists q’ such thate | p' — €' | ¢

Theorem 2 (Progress). If 2| - |ft e: [g] T and 2|- & f <p, then e is
a value or exists e’ g, e | p—¢€' | q.

The preservation proof is technically more involved than the relatively
straightforward progress theorem. The difficulty arises from the fact that vari-
ables in the potential context {2 are erased as evaluation proceeds. As illustrated
in the example in suppose v1 and vy are both values, and the function append
captures a variable x. Then we may derive a typing judgment of the form:

x: List(int)| - |p1 +p2 F append vy vy : [3 x length(x)] List(int)
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However, after evaluation, the result v; + v2 no longer refers to z. We would
instead expect the result typing to be:

|- Ip14p2 ooy v [3 x length(vy)] List(int)

To establish preservation between such pre- and post-evaluation typings, we
must relate the two potential contexts. The insight is that evaluation continues
to substitute program variables with values in function applications. In this
example, the variable x captured by append is eventually instantiated with the
value v1. In our system, such substitution applies not only to term variables but
also to existential variables inside potential functions. Preservation is established
via continuous instantiation of potential variables. Concretely, substituting x
with v; in the potential expression ensures a valid post-evaluation typing.

To formalize this idea, we introduce the substitution notation Q2[z +— v,
which denotes replacing all occurrences of z with v in {2 and removing the
binding x : 7. This substitution mechanism allows us to formally state and
prove the preservation theorem, which can be found in Appendix. Please note
that this preservation lemma also applies to the cases where no substitution
happens, where we can use a fresh variable y so that Q[y — v] = 2, gly — v] = g,
Tly—v]=Tand (¢— flly—v]=q—f.

Lemma 2 (Value Substitution). If 2|, x:To, I2|f1 F e: [fg]yTl, and
Q1|0 F v [0]Ty, then 2z — o) | 1, Do[z — v]| filz = v] F elz — o] :
[(fg[va])]yTl[va].

Theorem 3 (Preservation). If 2| -|f F e: [gLCT ande| qg—eé | q, then

there exists ' y v, such that 2[y — ]| - |f F e: [gly — v}]IT[y — vl], and
we have that 2y — v]|- F (¢— Hly—v] <¢ — f.

4 Case Studies

In this section, we make remarks on the generality of our approach, and show
the inference process for several useful examples. We have shown the complete
inference process for append and app_par in §2} and next are traverse, curry,
sort and map_append. Due to the limit of space, we put curry, sort in the
Appendix and show the inference process of traverse and map_append here.

4.1 List Traverse

We can first take a simple example: the traversal of List(int). The memory
consumption of traverse accumulates as it proceeds through the list, and it
will release the memory once the traversal is finished.

traverse (w2 List(int) — y : List(int))[iength (z)— length(y)]

traverse = fix traverse : x. matd(x, {nil(xo).nil(xo),

cons(xg, x1).tick 1 (lazy_tick (—1) cons(xg,traverse x1))})
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We apply an eager semantics for our tick p e, that is: consuming p units of
resource before evaluating the expression e. However, for list traversal where
we want to release the memory resource after the evaluation, we encode the
semantics using the following semantics:

lazy _tick p e = (Ax. (tick p x)) e

In such a case, the inference process for lazy tick — 1 e with the judgement
QI fite: [fg]yList(int) where y is a local variable will be as follows:

Q| x: List(int) |1 - x: [1}$List(mt)
Q|T, z: List(int) |0 F tick — 1 x: [1]xList(mt)
Q|0 F Az -+ [0](x: List(int) — x : List(int))o—1
Q, @ List(int) || fi = Az -+ e: [foly — 2] + l}zList(int)
QI fi b Az - e: [faly— o]+ l]zList(mt)
QI fi b Az e [fat 1]yList(mt)

(TTI1CKN)
(TABs)

(TAppP)
(TERASE)
(TRENAME)

Next we want to type the traverse, let

Thos = (z @ List(int) — y : List(int))ength(z)—length(y)]

Iy = traverse : Thys, T : List(int)

def

I = Iy, zo : int, xy : List(int)
Then the inference process shows as follows:

|11 |0 F traverse : [0]Tyos - | I1 |length(z1) b a1 : [length(wl)LIList(int)
x : List(int) | I | length(xz1) b traverse z1 : [length(y)]yList(mt)
| Iy | length(z1) & cons(---) : [length(y) — 1]yList(int)
| Io |length(z1) F lazy _tick (=1) ---: [length(y)}yList(int)
| Io|length(z1) +1 F tick 1 ---: [length(y)]yList(mt)
| Io |length(z) F matd(---) : [length(y)]yList(mt)
| - 10 F fiz traverse : Tiys. - : [O]Ttvs

(TArp)
(TCons)

(LazYTICK)

(TTicK)

ES)

TFIX)

One may notice a transition of output potential from length(y) to length(y) — 1
at rule (TCONs), and a change of input potential from length(z) to length(x) at
rule (TDEs). These transition are natural according to the increase or decrease
of length() by the constructors and destructors.

4.2 Map Append

Our last example is a higher-order usage of append. We want to use map to apply
the partial application of append to another list of list ¢

map_append = map (append ¢1) /o
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Where map is implemented as follows:

fiz map : Thap. Az. Aw. matd(w, {nil(wo). nil(wo),

cons(wo, wy).(cons(z wo, map z wy))})

Let the following be:

def

Tinap = (21 ((y « List(int) — List(int))[iength(x)—0]) —)[0-0]
((w : List(List(int)) — List(List(int)))ength(z)xiength(w)—0])
Ty = map: Tyuap, 2 : (y : List(int) — List(int)) 1ength (z)—0]»
w : List(List(int))

def

I = Iy, wo : List(int), wy : List(List(int))
Iy <1y : List(int), ly : List(List(int))
f(z,y) = length(x) x length(y)

Then the inference process for map shows as follows:

x: List(int) | I | f(z,w1) F wr : [f(:p,wl)]wl List(List(int))

— — (TAPP)
@ : List(int) | I | f(z,w1) F map z wi : [0] List(List(int)) TC
x : List(int) | I | length(x) (TCons)
X (length(w1) + 1) b (cons(z wo, map z w1)) : [0] List(List(int)) (TDes)
ES
@ : List(int) | Io | f(z,w) - matd(w,---) : [0] List(List(int)) TA
@ : List(int) | map : Tinap |0 F Az Ay, -+ 1 [0] Tnap TF (TAss)
@ : List(int)| - |0 F fiz map : Tomap- -+ ¢ [0] Tmap (TFrx)
Then we can type the map_append:
AT | f(l,l2) &l [f(ll, l2)] llList(List(i’rLt)) (TAPr)
x : List(int) | Iz | f(l1,12) b append I :
' [f(x, 12)](y : List(int) — List(int))iength(z)—0] (TAPr)
x: List(int) | Iz | f(l1,12) F map (append 1)
: [f(a:,lz)]'(w 4: List(List(int)) — List(List(int)))(f(z,w)—0] (TApp)
x: List(int) | Iz | f(l1,12) B map (append 11) 12
. [0] List(List(int))
(TERASE)

|11 = List(int), l2 : List(List(int)) | length(l1)
xlength(l2) = map (append l1) Iy : [0] List(List(int))

Moveover, this program is not typable in AARA, with a proof delayed in Ap-
pendix.

Theorem 4. The example Map Append is not typable in AARA type system.
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5 Discussion: Automated Type Checking and Inference

Our work focuses on formalizing a dependently-typed calculus with non-affine
AARA for resource analysis; thus, developing an algorithm for automatic
resource-bound inference is out of the scope of this article. Nevertheless, in this
section, we discuss possible pathways towards automation.

(AProJ1) (AFx)
y,z ¢ dom(§2) Udom(I") z ¢ dom(£2) Udom(I")
|| A }—ae;[fQ}lexTQ Q|F,33:T|O|—ae:[f]yT
Q|| fi ko me: [minz;n(fz[a: — (y,z)])]yTl 2|0k, fizz:T.e: [OLT
(AT1CKN)
(AINT) Q|F|f1p}—igz (], T

QI |[0] ko i: [0] int Q2| T'|max(fi +p,0) Fa
tick p e : [fg—min(fl +p,0)]IT

(AAPPP)
.Q|F|f1 l—a €1 : [fz]z((m : T1 — Y Tz)[fsﬁf‘ﬂ)
.Q‘F|f5 Fo €2 [fG]le .Q, x T |F [ f3[’LUP—>:E] < (f2—|—f6)[’w'—>$]

Q. x: T fi+ fs ba erea: [(fo+ fo— fo)[w e a] + fa] T2

(AArPN)

Q|F|fl '_a el : [fz]z((wiTl —>yZT2)[f3_,f4]) Q|F|f5 '_a [ [fﬁ]le
Q,z: T | F falw—zx]> (f2+ f6)|w— z] if w ¢ dom(£2) Udom(I),
then f =miny.r, ((fs — fo — fo)lw—2])  else f=fs—fo—fs
QT f+ it fs Faerea: [(f+fat fo— fa)lwe o] + fa] T

Fig. 4: Selected Algorithmic Typing Rules

5.1 An Algorithmic System for Type Checking

As stated in §2] and §3} we assume we can perform arithmetic reasoning in the
system, but still the type system is declarative and thus non-deterministic. That
is to say, more than one rule can be applied even if we fix the context (2, I’
and expression e. The non-determinism of typing rules is caused by the rule
(TRELAX), rule (TDROP), rule (TRENAME) and rule (TERASE). While it is
hard to set up a complete algorithmic version of the type system due to the let
construct and underlying decision theory of potential functions, we can still set
up a sound and determinstic algorithm using the parametrized min() and max()
functions, which take an expression together with its parameter variables as input
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and return the minimum or maximum integer over all possible assignments to
those variables (e.g., ming.,.(z?) = 0).

We here set up an algorithmic version 2|I'| fi b4 e: [f2] T, based on the
observation that usages of rule (TRELAX) and rule (TDROP) can be combined
with usages of all the other rules. Thus, we let f; be the minimum input potential
function and fo be the maximum output potential function under the minimum
input in the algorithmic typing rules. If a rule like (AAPPN) finds the potential
provided by premise under the minimum input is not enough, it then use the
rule (TRELAX) to borrow the potentials, with the help of min() and max()
operators. Determinism is then achieved by eliminating the rule (TRELAX) and
rule (TDROP), while arithmetic solver needs to deal with constraints with min(-)
and max(-). As for the other two structural rules, the rule (TERASE) can always
be applied at the end of the inference while rule (TRENAME) is only needed for
matching the local binder in the rule (TABS). Thus by applying the strategy of
not using (TERASE) and (TRENAME) unless necessary, we get a deterministic
result 2|I'| f1 Fq e [fg]wT. Then compare the needed 2 |I'| f5 F e: [f4]wT
and check Q|I'F fs> frand 2, 2: T | b fo+ f3 > f1 + f1 we can get the
result whether a typing is feasible or not. We have set up the following theorems
for the soundness of algorithm, see full proof in Appendix.

Theorem 5 (Soundness). If Q|| f1 F, e: [fg]mT, then || fr F e:

Theorem 6 (Determinisism). If Q|| f1 b, e: I:fQ:IQL’T’ Q|| fs Fa e
[fa] T, then QT & f1=fs, and 2,2 :T|I" F fo= fs.

5.2 Towards Resource-Bound Synthesis for Type Inference

Although the type system presented in §5.1] is algorithmic, it still requires all
functions, including both lambda abstractions and fixpoints, be annotated with
their types. Type inference for dependently-typed systems is usually undecid-
able; in our system AJ3 .., even modulo constraint solving for arithmetics, we
conjecture that type inference is undecidable, because it essentially needs to syn-
thesize possibly-recursive potential functions that satisfy (first-order) arithmetic
constraints. Thus, we discuss possible incomplete approaches for type inference.

Scenario I: all usable potential functions are provided. We first consider a simpli-
fied setting, where the user already provides essential potential functions defined
over inductive datatypes, such as the length(-) function for lists or the depth(-)
function for trees. The type-inference problem can then be reduced to infer arith-
metic expressions over those potential functions as potential annotations used
in the type system. For example, suppose we want to infer a type for append:

def

Tappend 22 (il List(int) — [fo] ( [fs], List(int) — [fu]. List(int) )
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Using the algorithmic type system, we may collect some constraints:

Va: fl,a: > f2,xa Vm,yi ({E = nll) - fS,x,y > f4,r,y,y7
Vx,y,z,h,t: (x = cons(h, t)) - fB,z,y 2 1 + fl,t A f3,m,y -1- fl,t + f2,t
> f3,t,y A fB,x,y -1 fl,t + f2,t - f3,t,y + f4,t,y,z > f4,a:,y7cons(h,z))-

These constraints also indicate what set of variables f1, fs, f3, f4 can use, i.e.,
f1, f2 can use x, f3 can use z,y, and f; can use z,y, z. It is straightforward to
verify that fi = fo = f4 = 0 and f3 = length(z) form a valid solution, which
yields the type of append discussed in §2} You can also verify that f; = fo =0,
f3 =2 x length(z) + length(y), and fy = length(z) give another valid solution.
There have been template-based approaches for synthesizing unknown ex-
pressions like fi, fa, f3, f4. For example, Avanzini et al. [3] studied modular cost
analysis for imperative probabilistic programs, but their implementation fea-
tures a constraint solver named GUBS for GUBS Upper Bound Solver, which
tries to synthesize unknown arithmetic expressions (more precisely, polynomials
with max operators) subject to a set of (in)equalities over arithmetic expres-
sions. Such an approach is template-based in the sense that the solver pre-selects
possible forms for the unknown expressions (polynomials in the GUBS case).

Scenario II: no potential functions are provided. We now consider the harder
case: the type inference must also synthesize all the needed potential functions
defined over inductive datatypes. Because our system AJ3,,, permits primitive re-
cursion in the definition of potential functions, we can reduce the type-inference
problem to synthesis of recursive functions, subject to (first-order) arithmetic
constraints. Synthesis of recursive functional programs has been a popular re-
search topic; for example, there are techniques that synthesize recursive programs
from input-output examples [27/53/69/39], from logical specifications [55/45], or
from reference implementations [29J30]. None of those approaches would be ap-
plicable to our setting: (i) the constraints for bound synthesis are logical, and
(ii) the constraints do not directly specify recursive functions, but unknown
arithmetic expressions over unknown recursive functions. However, existing tech-
niques that synthesize recursive programs from logical specifications require that
the constraints be declared directly on the unknown recursive function.

Nevertheless, recent work by Hong and Aiken [27] gives us some inspiration
towards developing a type-inference algorithm for A3 .. Hong and Aiken [27]
propose to use paramorphisms—which generalize the usual fold combinator—
to reduce synthesis of recursive programs to synthesis of non-recursive programs
with primitive recursion achieved by paramorphisms. For example, the length(-)
function on lists can be implemented with fold without recursion:

length = Ax. fold x 0 (+1)

Therefore, the type Tippend shown above for the curried append function can be
defined as follows:

def

Tappend = [0 List(int) — [0]( [fold x O (41)], List(int) — [0], List(int) )
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6 Related Work

Automatic Amortized Resource Analysis AARA has been extended
to support various language features, such as higher-order functions [31],
inductive datatypes [I8I32], regular recursive types [14], mutable refer-
ences [43/42], lazy evaluation [60J65], parallel computation [22], imperative pro-
gramming [6J5/T] and object-oriented programming [24]. Researchers have pro-
posed automated resource-bound inference algorithms for lower bounds [48], lin-
ear bounds [23], univariate/multivariate polynomial bounds [26/17)20/19], loga-
rithmic bounds [25]41], and exponential bounds [33]. There is a line of studies on
integrating amortized resource analysis into theorem provers [7/49/56/44]. These
techniques rely on the principle of affine/linear typing and resource-annotated
types to enable automatic bound inference, whereas our work builds a non-affine
variant of AARA and focuses on verification of expressive resource bounds.
Some researchers proposed cost-aware logical frameworks [5II13U50], which
can be instantiated to carry out amortized analysis, without requiring affine/-
linear typing. Those studies focus on devising a general framework for various
methodologies of resource analysis, but it is unclear how they can make better
use of existing AARA-style type systems. As an analogy, they propose logical
frameworks like LF [16], and both AARA and our work are concrete logics, such
as first-order or higher-order logic. In this sense, our work is orthogonal and
focuses primarily on AARA itself, building a dependently typed AARA.

Dependent Type Systems for Resource Analysis Knoth et al. [36/37]
combined liquid types [58] with AARA and proposed liquid resource types
(LRT), which support user-defined non-linear potential functions on inductive
datatypes, while still keeping the capability of automated type checking. LRT
relies on the principle of affine typing for the resource-analysis part; in particu-
lar, LRT requires tightly-coupled resource-annotated inductive types. There have
been dependent type systems utilizing linear typing to perform resource-bound
verification, though not directly connected to AARA. Lago and Gaboardi [38]
presented d/PCF, which uses linear dependent types—where the dependency is
achieved by an index language layer—to reason about the resource consumption
of PCF expressions. Orchard et al. [52] extended d/PCF with graded modal typ-
ing and proposed Granule, which has many applications (e.g., reasoning about
privacy), despite ones of amortized resource analysis. Rajani et al. [57] proposed
A-amor as a unifying type theory for amortized resource analysis: their system
has a similar design to d/PCF using dependent affine typing, but introduces an
indexed cost monad to enable amortization. Compared to our work, aforemen-
tioned approaches still require linear or affine typing.

There have also been some non-affine dependent type systems for resource
analysis, though not directly supporting amortized analysis. Wang et al. [67]
developed TiML, which extends Dependent ML [68] with type-level indices that
describe data-structure sizes and time complexities, thus enabling complexity
analysis. Sized types [28/6412] form another line of work that also uses depen-
dent types to keep track of sizes of data structures. Danielsson [I0] described a



Dependently-Typed AARA 25

lightweight approach to implement a dependent cost monad in the Agda theorem
prover and reduce resource-bound verification to reasoning about the monad in
Agda. Handley et al. [I5] devised a different way from Re? [36] and LRT [37] to
extend liquid types to perform resource analysis. These techniques diverge from
AARA and it is unclear how they would support amortized analysis naturally.

Closure Types and Contextual Types As we discussed in our work takes
motivation from Scherer and Hoffmann [59]’s work, which mentioned the desire
to precisely characterize the resource behavior of curried higher-order functions.
Scherer and Hoffmann proposed open closure types that can carry a set of tagged
captured variables to track data-flow. Such an idea is not new, e.g., Leroy [40]
used closure types to track type variables that cannot be further generalized
during type checking. In those type systems, arrow types are annotated with
contexts; such a notion resembles the contextual arrow types from contextual
type theory [A7J5461]. The difference is that, the context attached to a closure
type essentially keeps track of the bindings in the typing context of the closure,
whereas a contextual arrow type—e.g., of the form [?](A — B)—uses the context
¥ to record meta-variables that can be used to build inhabitants. Our potential-
carrying arrow types [fi],7h — [f2],T> are more similar to the closure types, in
the sense that the potential functions fi, fo should also be well-typed under the
typing context of the closure.

Recall that our typing rule for lambda applications essentially introduces
existential binders. This looks similar to a standard approach to understand
the capturing behavior of closures, e.g., Minamide et al. [46] presented typed
closure conversion that uses existential types to represent the captured data.
However, our setting is different because our binders bind values, whereas typed
closure conversion’s existential binders bind types; for example, Minamide et al.’s
approach would assign append ¢ with a type ITepny. Teny X (Teny — List(int) —
List(int)), i.e., the type does mnot reflect that the closure captures a list. In
contrast, our mechanism of introducing existential binders is similar to existing
techniques in refinement type systems [55J4], which propose complex mechanisms
to handle general existential types resulted from function applications. In our
system, we devise a lightweight approach using a global potential context to
track those existential binders, striking a balance between expressibility and
convenience.

There is another work worth mentioning by Kahn and Hoffmann [34], who
augmented AARA-style affine typing with remainder contexts and resource tun-
neling, in order to express that a function may return potentials that depend on
the input and/or even the typing context. For example, the resource-annotated
type List(int®) — int o List(int') describes a function that takes a list ¢ with
2 x |¢| units of potential as input, returns an integer as its result, and there still
remains |¢| units of potential associated with the input list £. In our system, we
can simply express such behavior by [2 x length(x)], List(int) — [length(z)]int
without affine typing.
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7 Conclusion

In this article, we introduced AJ2 | a non-affine AARA-style dependent type sys-

amor?

tem for resource reasoning about higher-order programs. We formalized our AJ2.,
in syntax and semantics, and provided a soundness proof based on type-level po-
tential functions and a cost-aware semantics. Besides the theoretical aspects, we
demonstrated the expressiveness and compositionality of AJ2,’s reasoning pro-
cess through several challenging examples that involve higher-order functions.
Additionally, we developed an algorithmic variant of AJ2 ,’s type system, which
transforms typing derivation into constraint solving. Future work includes ex-
tending A2 - with refinement types [12] or liquid types [58], as well as building

amor
up program-synthesis techniques for automatic resource-bound inference.

Data-Availability Statement The Appendix is available at https://arxiv.
org/abs/2601.12943.
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A Appendix

A.1 Definitions

Free Variables All the free variables in the type and potential functions are
bound by the type context and potential context. And the free variable fv(f)
and fv(T) are defined as followed:

— fv(f) is all the variables in the f.
— fv(int) = 0.
— fV(T1 X TQ) = fV(Tl) @] fV(TQ)

— fV((l’ . T1 — Yy TQ)[fl_,fz]) = (fV(fl) U fV(Tl) U fV(fz)\y U fV(TQ))\I’

fv (ind(C, (T, m)}) = Utv(T)).

Substitution Next we are going to define the substitution. The substitution hap-
pens when a application e; e reduces, the variable in the A, fixpoint or A then
disappear, so we need to erase them in the Type System correspondingly. The
substitution actually substitution the variables in potential context into an ex-
isting value. If a variable x is substituted by a value v, then the substitution
T[x — v] defined inductively as followed:

— intlx — v] = int.
— (T X Ty) [z — v] = Ty [z — v] x Talz — v].

—if 2 # x, then (y : T1 — 2z : To)(p, o o) = 0] = I [(folz —
y:[(fr [z—0])] Th [w—v)
v])LTQ[x = o] Otherwise: (y : Tv — z : T)ypople — v =
[fQ]ZTQ[x — wv] (For substitution we use, it is guar-
y:[(fr [z 0D T [w—v]
anteed that y # x)

— Yy : 1. Talx = v] = Vy : Ty [z — v]. To[x — o] (For substitution we use, it is
guaranteed that y # x)

— ind(C, (T, m))[z — v] = ind(C, (T[z — v],m)).

Based on the substitution T'[x — v], we can define the substitution on type
contexts I'[x — v] and potential context

— For y # z, we have (I, y : T)[z = v] = 'z — ], y : Tz — v].
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—(Iz:Tzr—v]=Tx—v].
— For y # x, we have (2, y: T)[x — v] = Q[x — v], y : T[x — v] and.

- (2, z:T)[x—v] =02z~

— For both type context and potential context, we have -[x — v] = -.

As for substitution on terms, we need to be careful about the variables in
type annotations, so the substitution would be

—zlz—=v]=v

—ylz—v]=viory#£a

— iz =1

— My :T.elx—v]=Ay: Tz v]. e[z — v

— e eslr = v] = er[z = v] exfx — 0]

— (e1,ex)[z = v] = (e1[z — v], ez]x — v])

— (me)[z — v] = me[z — ]

— (mee)[x — v] = mee[x — v

— fizxy: T.efx = v] = fix y: T[x — v].e[z — v] (For the substitution we
use, it is guaranteed that y # x).

— tick i e[z — v] = tick i e[x — 0]

— opi(@)[z — v] = op;(e[z — v])

— Ci(eg, (€1, .y em;))[x = v] = Ci(egz — v], (e1[x — v], ..., em,; [z — V]))

— matd(eg, C(x0, (21, ... tm).€)[x — v] =

matd(eg, C (0, (21, ..., T )-€|z — v])

A.2 Curry and Uncurry Functions

An interesting higher-order example involves typing the curry and uncurry func-
tions. These functions convert between curried and uncurried forms of higher-
order functions. They can be defined as follows:

curry : (((z Ty x Ty > w: Tg)[fl%fz]) — ((m 2Ty — ((y T — w: Tg)[fl[z,_)(w,y)]ﬁfz]))[0*)0]))[04)0]
curry = Af Az Ny f (z,y)
uncurry ((@:Ty = ((y:To = w:T3)[fy 1)) ) f1—0]) —
((Z . Tl X T2 — w: TS)[fl[x>—>7rlz]+f2[x»—>7rgz]~>f3]))[0%0]

uncurry = Af Az f (m12) (m2z)

The type of curry reads as follows: If the input function consumes f; units
of resource and produces f> units of potential, then the curried version initially
consumes ( resources when given the first argument x, but will require f; units

of potential upon receiving the second argument y. The return value carries f
units of potential.
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Let:
Truno = (z:TixTy —w: T3)[f1ﬁfz]
def

In=f :Thno, z: 11,y 1To

The type inference proceeds as follows:

ATo[0F fi[0] T |0l Aile = ()] F (zy): [f] [ Ts (TArp)
z:Th xTo|Io| filz = (z,9)] F f (z,y): [fg}ng (TAss)
z2:Th X To| f:Twno, z:T1|0 F Ay f (z,y) : [0] (y:To > w: Tg)[fl[z,_,(%y)]_,h] (TAs)
AN T1 X T2 | f : TfunO | 0+ Azx. )\y. f (:c,y) : [0] (33 . T1 — (y : T2 — W : T3)[f1[z»—)(x,y)]—»fg])[O—)O] (TABS)
z T1 X T2 ‘ . ‘0 [ curry : [O} (Tfuno — (l’ : T1 — (y : T2 — W : T3)[f1[z*—)(a;,y)]—)fQ])[0*}0])[0—)0]
Note that the final typing judgment still contains an existential variable z in
the potential function. This is intentional: since the potential function f, may
refer to the function argument z, we preserve this binding. However, if f, does
not actually depend on z, we may erase it using rule (TERASE).
We now perform a similar type inference for the uncurry function. Let:
Tt = (2 : 71 = ((y: To = w2 T3) (1,10) )12 0]
Fl déff:Tfunl, Z:Tl XTQ
We derive its type as follows:
| Io]0F f: [O]Tfunl Lo filx = mz] F iz [fl]le (TApp)
x: T |Io| filz = mz] b f (m2): [fl] (y:T2 = w:T3) (1 fq] (TAPP)
z:Th,y:To|Io| filz = miz] + fa[z = m2z2] B Az, f (m12) (m22) : [O]wT3 (TABS)
X T17 Yy 1> | f : Thun1 ‘ 0+ f (71'12) (71'22) : [0] (Z Ty x Ty —w: T3)[fl[x,_,ﬂ.lz]Jer[x,_mzz]ﬁfS] (TABS)

x:Ti,y:T2] - |0 F uncurry : [0] (Trumr = ((z : T X T2 = W : T3)[f, (w1 2]+ fo [wsma2]— f3]) ) [0—0]

Just like in the curry case, the final type for uncurry contains dependencies on
potential variables z, y, and z. However, if the final potential function f3 does
not actually depend on any of these variables, we may safely erase them using
the rule (TERASE). This results in a cleaner and more general type.

A.3 Insertion Sort

Next, we can take a more complicated example for AJ2 .. In this example, we

will type the classic insertion sort. The result type in our implementation is:
def . . . . . .
Tsre = Vi @ int. (Z : LZSt(’LTLt) — 1 LZSt(Znt))[%(length(z)2+(3+2i)Xlength(z))%ixlenyth(l)]

One can see the power as well as the limitations of AJ2 .. The separation of
type and potentials enables us to precisely describe the cost behavior of sort.
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However, we lose track of the information of length(z) = length(l), which sug-
gests the sorting does not change the length of a list. Such invariant tracking is
only possible with approaches like refinement types, which will be addressed in
our future work. In the current case, a polymorphism i is added as a remedy to
exchange potentials of length(z) to length(l), so that one can later instantiate
with 0 to get the classic sorting bound as:

TsrtO = (Z : LZSt(ZTLt) —1: LiSt(int))[%(length(z)2+3Xlength(z))—»O]

Back to our example, we take the sorting on List(int) as the case. We want to
first show that how to type the insert, and then go to sort. We implement
insert and sort as follows:

fix insert : Tips. Ai : int. Ax. Ay. tick 1 matd(y, {nil(zo).cons(x, xy), cons(xg, x1).(matd(x < xp),
{false(xy).cons(zo,insert i x 1), true(zy).cons(z, (cons(xg, x1)))})})
fix sort : Tgpq. Ai :int. Az. matd(z, {nil(20).y, cons(zo, z1).tick 1 insert i zg (sort (¢ +1) z1)})

Where < is function of the type (int — ((int — Bool)jo—0]))j0—0)- Here we

encode type Bool as an inductive type containing only two constructors false

and true. then we let the following be:

Tins = Vi tint. (z s int — ((y : List(int) — 1 : List(int)) (1) x (tength(y)+1)—ixlength(D)]) ) [0-0]
I ¥ insert : Tty @ :int, x :int, y : List(int)
I < Ty, xo : int, xy : List(int), x : Bool
Il = Ty, @ - int, xy : List(int)

Thus we get the inductive branch of false(xf).cons(zg,insert i x x1) types as

follows:

| I1|0 & insert: [0]Tins - |I1[0F d: [0int  -[I7|0 F x: [0]int (TApp)
PP
. | I4 |0 F insert i x : [0] (y : List(mt) —1: List(int))[(i+1)><(length(yhgl)éiXlength<y)] (TAPP)
| It |(i+ 1) x (length(z1) + 1) & insert i @ @1 @ [i x length(l)]lList(int) (TCons)
ONS
|| (i+ 1) x (length(z1) + 1) & cons(zo,insert i  x1) : [i x (length(l) — 1)]lLi5t(int) N
For the other branch true(z().cons(x, (cons(zg,x1))) we have:
|10 F 2o : [0]int
|| (i+1) x (length(z1) 4+ 1) & @1 : [(i 4+ 1) X (length(z1) + 1)]$1int TG
ONS
| It | (i + 1) x (length(z1) + 1) F cons(zo, 1) : [(i +1) x length(l)]lint (FTC ))
ONS
| It | (i +1) x (length(z1) + 1) & cons(z, (cons(zo,21))) = [(i + 1) x (length(l) — 1)]lint (TDror)
OP
| Iy | (i 4 1) x (length(x1) 4+ 1) + cons(x, (cons(zo,x1))) = [i x (length(l) — 1)], List(int) R
Combined together we can have:
(TDEs)

|| (i + 1) x (length(z1) + 1) b matd(z < zo,---) : [i x (length(l) — l)LList(mt)
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Then on the upper level branch nil(xg).cons(x, z¢) we have:

| To, wo : il | (i + 1) x length(zo) F o : [(i+1) x length(mo)]zoList(mt)

TC
| T, wo : mil | (i + 1) x length(zo) + cons(x,x0) : [(i + 1) x (length(l) — 1)LList(mt) (r(I*D ON?)
ROP
| To, xo : mil | (i + 1) x length(zo) + cons(z,x0) : [i x (length(l) — l)LList(int)
Thus we have
e e TDus
| To| (i + 1) x length(y) & matd(y,---) : [i x (length(l) — 1)LList(int) (’(TT B ))
ICKP
| Io| (i 4+ 1) x length(y) + 1 & tick 1 matd(y,---) : [i x (length(l) — 1)], List(int) (TR )
ELAX
| ITo | (i + 1) x (length(y) + 1) + tick 1 matd(y,---) : [i x length(l)], List(int)
- - (TABs+TPaABs)
-|insert : Tins |0 F Az :int. Az Ay. -+ - : [O] Tins
— (TF1x)
| - 10 F fizinsert: Tips. «--: [O]Tins

Then we can go the sort. Let the following be:

Tort = Vi :int. (Z : LZSt(Znt) — 1 LiSt(int))[%(length(z)2+(3+2i)Xlength(z))%ixlength(l)]
Iy < sort : Tap,i s int, 2 List(int), zo, int, z1 : List(int)
o 1 . .
flz) = 5(length(z)2 + (54 2i) x length(z) + 2i + 2)

%(length(z)2 + (3 + 2i) x length(z))

Then the inference process will be

|20 & sort (i+1): [0] (2 : List(int) — U List(int))[$(z)—i—1-(i+1) xlength(1)]
|| f(z1) F o2 [f(Z1)L1 List(int)

TAppP
AT | f(z1) F sort (i +1) 21 : [(i + 1) x (length(l) + 1)], List(int) ((TA ))
PP
| o | f(z21) Foinsert i zo sort (i41) z1: [i X length(l)], List (int) (TT )
ICKP
A f(z) + 1k tick 1 -+ [ix (length(l)]lList(int) (TDEs)
ES
“|sort : Tape,i :int, z: List(int) | g(z) b matd(z,---) : [i x (length(l))]lList(int) TA
BS
. | sort : Tsn,’i sint ‘ OF Az.---: [0] (z : List(int) —1: LiSt(int))[g(z)aixlength(l)] 'S[‘P )
ABS
| sort : Tore, |0 F Aiz -+ int: [0] T ( )
- (TF1x)
| |0k fiz sort: Tspp. -+ : [O]TS”

With an instantiation of sort by 0, we can get our sort as (z : List(int) — [ :
LiSt(int))[%(length(z)2+3Xlength(z))%O]'
A.4 Progress

Lemma 3 (Progress Weakening). Ife | p <= ¢€' | q, and p <p', then there
exists q’ such thate | p' — €' | ¢
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Proof. By direct induction on e | p < €’ | g, the only case we need to care about
is the tick. But it is again easy to prove by the linearity of addition.

Then we can prove the progress lemma.

Theorem 7 (Progress). If 2| -|fF e: [g}xT and |-+ f <p, then e is
a value or exists e’ g, e | p— €' | q.

Proof. By induction on the inductive hypothesis 2| - | f - e: [g] T.

€T

— Case TABS: e is already a value.
— Case TPABS: e is already a value.

— Case TApp: By inductionon 2| - | f F e ea: [g]yT, suppose the induction
hypothesis breaks into the following:

Hyi: QL fi b oer: [fo] (2:T0 = y:To) g
HQZ Q/|F|f5 F € ! [fﬁ]le

Hs: Q' x: T | T F filw—x] < (f2+ fo)[w— a]
Constrainty: 2 =0, x: T}

Constrainty: I' = -

Constraints: f1 + fs = f

Constrainty: (fo+ fo — f3)lw— ]+ fa=g
Constraints: To =T

X NP oW =

First by applying the inductive hypothesis on H;, we have either e; is a
value, or for all p; such that 2| - - f; < p;, there exists ] and ¢; such
that ey | p1 — €] | q1.

If e; is nnot a value, then since we have 2|- F f < p, thus we have
2]- F f1 <p. By the reduction rule EAPPL, we prove the case.

Using the same technique we can also prove the case for e; is a value
and e, is not. Finally is the case e; and e; are all values, because e;
is of type (x : T1 — y : Tb)[f,- ), 50 it has to be in the form of
Az.e: (x:T1 = y:T2)p,—f,)- Then by the reduction rule EAPP, we prove
the case.

— Case TPApPP: Same as TAPP.

— Case TLET: Same as TAPP.

— Case TVAR: type context is empty, so it is not well-typed.
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— Case TPAIR: Same as case TAprpP1, by induction on 2| - | f F (e1,e2) :
[g]wT, and discuss the three cases where e; is not a value, e; is a value
while es is not, and both e; and ey are both values.

— Case TINT: e is already a value.

— Case TRELAX: By inductionon 2| - | f F e: [g]xT, suppose the induction
hypothesis breaks into the following:

Hy: Q|T|fi ke [fa], T
Ho: QT F f3>0
Constrainty: 2 = 2
Constrainty: I' = -
Constraints: f1 + fz3 = f
Constrainty: foa+ f3 =g

SNl ol

By the inductive hypothesis on H;, we have either e is a value, or for all p;
such that 2| F f1 < p1, there exists ¢’ and ¢; such that e | p1 — ¢’ | ¢1.

If e is a value, then we prove the case. If e is not a value, then since we have
|-+ f < p, thus we have 2|- + f; < p, therefore e | py — ¢’ | ¢ thus
we prove the case.

— Case TProj; and TProj,: By induction on 2| - [f + me : [g] T or
Q] - |f & me: [g] T, we have the induction hypothesis that either e is
a value or not. If e is a not value, then apply the same technique in Case
TApp we get the proof. If e is a value, then e has to be in the form of a
pair (v1,vz), then by the reduction rule EPROJ1 and EPROJ2 we obtain
the proof.

— Case TTickN and TTiCckp: By induction on 2| - | f F tick q e : [g]yT,
we get for TTICKN, it always get stepped because g < 0. For TTICKP, it is
guaranteed that |- F f > ¢. Thus it can be safely stepped.

— Case TFix: Fix-points can always be reduced without consuming potentials.

— Case TCoNs: 2| - | f F Ci(eo, (€1, ..csem;)) = [g]xT by induction we obtain
the cases where for j € [0,m;], and for all j* € [0,j — 1], e; is a value while
e; is not, or the case that forall j” € [0,m;], e;~ is a value. For the former
cases, we can apply the same technique in Case TAPP and then we get the
proof. For the later case, it is already a value.

— Case TDES: By direct induction on the judgement, we have the induction
hypothesis that either e is a value or not. If ey is a not value, then apply
the same technique in case TAPP we get the proof. If ¢y is a value, then
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it has to be in the form of C;(vg, (v1,...,Vm;)), then by the reduction rule
ECASE we obtain the proof.

— Case TOP: Same as TCoONSs.

— Case TDrop, TERASE and TRENAME: We directly prove the case.

Thus we prove the progress.

A.5 Preservation

Next we can prove the preservation lemma, we first need to prove some auxiliary
lemmas.

Lemma 4 (Value Strengthening). If Q|'|fi F v : [fQ:IwT, then
2|0k v: [OLCT.

Proof. By direct induction on 2| I'| fi = v: [f2] T we obtain the proof.

Lemma 5 (Potentials of Values). If Q|I'|fi - v: [fa] T, then 2|T" +
falz =] < fi

Proof. By direct induction on the inductive hypothesis 2| I"[ fi F v : [f2] T,
we prove the Rule (TABs), (TPABs), and (TINT) cases because here f; = fo =
0. For Rule (TERASE), rule (TRELAX), rule (TRENAME) and (TDROP), it is
trivial. For Rule (TPAIR) and (TCoONs), since by induction we have for all the
subcases that Q|I" F fi[z' — ¢'] < f{. Finally add up these inequations we
prove the case.

Lemma 6 (Value Relaxing). If 2|I' - f and x ¢ QUI , then we have
Q|| fle—v] b o: [f]mT

Proof. By direct induction on v, we have the following cases:

— Case v is the value don’t have structures to decompose, where v is 1,
Av.e:(x:Ty = y:To)f5pp0r AX e T.

We notice that for every value here, we have Q[I'|0 + v : [0] T,
then by TRELAX we have Q|I'[flz — v] F v : [flz — v]] T.
Since potential function can not cotain structures for such T type, thus
2,2:T|I'F flx — v] = f because the actual value of = doesn’t matter
here. Then by the rule TDROP we prove the case.

— Case (v1,v2) or Ci(vg, (v1,...,Um;)). They are technically the same, we go
with the proof for (vq,vs). Notice that for the final function folx; — ma] 4+
falxe — max] in the type judgement Q|| f1 + f5 F (e1,e2) : [fg[.’l?l —
mx]+ falxe — ng}] ,T1 x Ty, we can always separate the variable 71 X from
w2 X, thus by induction we prove the case.
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Lemma 7 (Value Substitution on one variable). If 2|11, z: Ty, I2| f1 F
e: [fg]yTl, and Q| I1|0 F v: [0]Ty, then Qz — v]| 11, Ip[x — v]] filz —

v] el — o] [(fg[va])]yTl[va].

Proof. By direct induction on §2y | Iy, z: Ty, In | f1 - e [fg}yTl, we have the
following Cases:

— Case TPABs, TABs, and TDES: Since all newly introduced variables are
appended to the tail of I, Thus we can apply the induction hypothesis and
obtain the proof (Also note that the type annotation changed accordingly).

— Case TAprp, TPAIR, TRENAME, TERASE, TPrOJ1, TPRrROJ2, TTICKN,
TTickp, TOP, TLET, TPAPP, and TCONS. Since the substitution keeps
the equality and linear order by definition, thus we prove the case.

— Case TRELAX, the only minor case we need to care is that the local binder =
is exactly the = we are substituting. But by lemma [6] we can prove the case.
— Case TINT: We directly obtain the proof.

— Case TVAR: by lemma [ we prove the case.

Lemma 8 (Potential instantiation on one variable). If 2| - |fi F e:
[fgLT, y:T' e and 2] - |0 F v: [O]IT, then 2y — v]| - | fily — o] F
ely — ] : [fg[y — v]]IT[y — ).

Proof. First we add the y : T to the context we get 2|y : T|f1 - e: [f2] T.
This is safe for that y shares the same type in both potential context and type
context. Then by lemma |7| we prove the case.

Then we can go to the preservation.

Theorem 8 (Preservation). If2|-|fF e: [g] T ande|q— ¢ |, then

there exists f' y v, such that 2[y — ]| - | f' + e: [gly = v]] Tly — v], and
we have that My — v]|-F (¢— Hly—v] < ¢ — f.

Proof. By direct induction on 2| - | f - e: [g]iT, then we have

— Case TABs, TINT, TPABS, TFIX: ¢ is already a value, thus it can’t be
further reduced, so e | ¢ < €’ | ¢’ causes a contradiction.

— Case TAPP: By induction on 2| - |f F e ez : [g] , T we suppose the
induction hypothesis breaks into the following:
1. H1Z .Ql‘ . |f1 [ [ I:fQ]Z(x:Tl_)y:T)[fS*’fd
H2: Ql‘ . |f5 [ € . [fﬁ]le
Hs: Ql, x:T ‘F I fg[w — :C} < (fg +f6)[w — :17]
Constrainty: 2=, z:T)
Constraints: fi + fs = f

Cuk N
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6. Constraints: (fo+ fo — f3)lw— ]+ fa=g
We first get either e; is a value, or ey is not a value. If e; is not a value,
then the reduction of e; e; must take form of e; e3 | ¢ < €] ea | ¢, which
means e; | ¢ <= €} | ¢. Then by the induction hypothesis on H;, we have
that there exists fi, ¥’ and v such that:

L2y )| - f e [l o ol] (@ Ty Ty )y ol

2. 2y =l F(a- Ay =] <d - fi
Then applying [§on Hy we get

L 2 =l - | fsly' =] Fely = ol [foly' = ol] Taly" = 0]
Thus we take f{ + f5[y’ — v] as the existential f’, then we have

Ly =ol| - | fi+ fsly =] Felex: [fly' = o]] TlY = 0]

2. 2y =l F(g— Y == fsly = ol <d' = fi— fly 0]
Notice that 2 = {2, x : Ty, thus the inequality (2) still holds after we add =
to the £2'. Thus we prove the case where e; is not a value. Similarly, we can
prove the case where e is a value and e; is not a value by the same proof
strategy.

If e; and ey are both values, then the reduction will be e e3 | ¢ — €' | ¢
where €’ is the application result of e; on ey by rule EArp. We first apply
the lemma [ to H; and H, and get:

L J0oFe:[0] (z:Th =y:T)op

2. Q|- |0k ex: [0] Th
Then apply the substitution lemma[7]to (1) and (2), we get the application
result will have:

L 2z e]|-|falzrre] Fe: [(falz— eg])]yT[m — ea]
Next we find e is a value, thus the local binder w here will not appear
in type context. Therefore, fo and f3 will contain no free occurrence of w,
otherwise it is not well-typed. Then we can rewrite the Hj to:

L o e |- (fa+ (folw o a]) — f3)lz > e2] 2 0
We can now use TRELAX to add both sides of typing on ¢’ by (f2+ (fg[w —
z]) = fs)[z — ea].

1. 2z e]| - | (fo+ (folwr— x)[z e F e [g[m — eg]]yT[x — ea]
We then apply the lemma 5] to Hy and Hj to get:

1. _Q,| [ fg[z»—>el] Sfl

2. _Q,| [ fe[’wi—)eg] §f5
Since z binds on an arrow type, while potential functions do not proceed
over arrow type, thus we can rewrite the constraint as:

L Qx> e]|- F faolz = ea] < fiz = e2]

2. D'z ea]|- F folw— ][z — e2] < fs]z = ea)
Then by Constraints we have:

1. 2z e]|  F (fo+ (fslw— z]))[xr = e2] < flx = ea]
Therefore we can use a TRELAX rule to add both sides of ¢’ typing by
(f = ((fo+ (fe]w = x])))[x — e2]), and then followed by a TDROP rule that
drops the right side by (f — ((f2 + (fe[w — z])))[z — e2]) then we got:

L Qz—e]| |flere] e [gla— 62]]yT[LE — ea]
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Notice that 2[x — e3] = (2, z : Th)[z — ez] = [z — eg], thus we prove
the case since 2z — es]|- F (¢ — f)lx — e3] = ¢ — flx — es] as the
evaluation process is ey ez | ¢ <= €' | q.

Case TPAPP: Same as TApp but simpler, we can directly get the proof by
applying the theorem [7]

Case TLET: Same as TApp.
Case TVAR: it is not well-typed since type context is empty.

Case TPAIR: By induction we can handle the case where e; is not a value
or e is a value while ey is not just as the case TApPP. As for the case where
e1 and e are both values, then it is a value it slfe.

Case TF1x: By induction it is easy to show if 2|z : T|f1 + e[z —
fix x : T.e]: [fg]yT and z ¢ typefv(e) Ufv(T), then 2,2 : T|I"| f1 +
elr— fizxx:T.¢e: [fg]yT. By premise we have 2|, z: T|0 F e: [O]yT.
Thus 2, 2 :T|I'|0 F e[z — fixx:T.e]: [O]yT, then by rule TERASE we
prove the case.

Case TRELAX: By inductionon 2| - | f F e: [g]rT, suppose the induction
hypothesis breaks into the following:

Hi: Q|| fiFe: [fo] T
Hs: -Q|F = f3
Constraint,: 2 = 2
Constrainty: I' = -
Constraints: fi + fz = f
Constrainty: fo+ f3 =g

SOt W

If e is a value, then it can not further step. If e is not a value,
then by the inductive hypothesis on Hy, for e | ¢ — € | ¢,
we have that Qy — o] - [fi F € : [fly ~ v]]xT and
Qly = vl|- F g fily = v] < ¢' = fi. Thus we have 2y — o] | - | f1+ fs[y —
vl e [faly = o] + faly = 0]] Ty — v] by TRELAX and lemma (8, and
that 2y — v]|- & q— fily = v] = faly = v] < ¢ — fi — fsly — v]. Thus
we prove the case.

Case TPRrROJ1 and TPROJ2: By induction on 2| - |f F me : [g]yT

or 2| - |f F me: [g]yT, we have the induction hypothesis that either
e is a value or not. If e is a not value, then apply the same technique
in case TAPP we get the proof. If e is a value, then e has to be in
the form of a pair (vi,vs), for the case TProj;. We may get the rule
Q| fi+ fs b (er,e2) : [falzr = myl + falzs — Wzy]]yﬂ x Ty from
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TRELAX, TDRrROP, TERASE, TRENAME, TPAIR.

Rule TDropr, TERASE, TRENAME has no effect on our proof since they
don’t change the input potenital f. For rule TRELAX, we can always
combine it with the previous inference rule. If the rule before TRELAX is
TRELAX, then we can combine this two into one TRELAX. If the rule before
TRELAX is TPAIR, then we can lift the relaxation to its first projection.
Thus we only need to consider the case for TPAIR.

Suppose it is typed as followed with 2,y : Th x Tz |- F fslx1 — my] <
Jalzr = Ty + falre = moyl:

Q- [fiko: [fo] T Q- |fsbve: [fa] To
=t =2 (TPAIR)
Q|- fi+fs b (e e2) s [falzr = myl + fa[ze = may]], Ty x To
Y (TProJl)
Q[ fi4fs b m(o,ve): [fs|Th

Notice that 2,2z, : Ty |- F (fs[z1 — my))ly — (x1,v2)] < (folzr —
myl+falzs = moy))ly = (z1,v2)], thus 2, 21 : Th |- F f5 < fotfalxs = va).

By lemma [5| we have 2] F fy[ze — wv3] < f3. Thus by the TRELAX
we have Q|| f1+ f3 F vy : [fg + fuzo — vg]]xlTl. Then by TDRrRoP
we obtain the proof for the case TProj;. Similar we can prove the case TProj,.

Case TTickN and TTickp: By induction on 2| - | f F tick g e: [g]xT we
can easily get that 2| - | f' F tick g e: [g}wT and 2|-Fqg—f=4¢ - f".
Take y as a fresh variable we prove the case.

Case TCons: 2| - |f F Cileo,(e1,.sm;)) : [g]yind(C, (T,m)) by
induction we obtain the cases where for j € [0, m;], and for all 5 € [0, — 1],
e;jo is a value while e; is not, or the case that forall j € [0,m;], e;» is a
value. For the former cases, we can apply the same technique in case TAPP
and then we get the proof. For the later case, it cannot be further reduced.

Case TOP: Same as TCONs.

Case TDEs: By direct induction on the judgement, we have the induction
hypothesis that either ey is a value or not. If ey is a not value, then apply
the same technique in Case TApp we get the proof. If eg is a value, then it
has to be in the form of C;(vg, (v1, ..., Um,)), then by apply the substitution
lemma [7)in the premise for multiple times get the proof.

Case TRENAME, TDRoP, TERASE: We directly prove the case.

Theorem 9 (Soundness). If 2|I'|f1 F, e: [fg]mT, then Q|| fi F e:
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Proof. By direct induction of 2[I'|f; Fo e : [f2] T, The only difference is
in APrOJ1, APROJ2, ATICKN, AAPPN, ACONS, ADES. All of them can be
achieved by adding the TRELAX and TDRoOP, thus we prove the case.

Theorem 10 (Determinisism). If Q|| f F, e: [fZ]mT’ Q|| fs Fa e
[f4]xT’ then Q| T'F fi=fs,and Q,z:T|T F fo=f4.

Proof. Tt is easy to prove for all 2, T, f1,e, fo,T,z,if Q|| f1 Fq € [fg]xT and
ye QU then 2, y: Ty |I'|f1 Fa e: [fg]xT. Notice that for fixed 2, ¢, x,
we can only get it from either TERASE, TRENAME or another concrete rule. It is
easy to show that TERASE commutes with all other rule, and TRENAME has no
effect on all of the subsequent typing judgement (2, I', f1, while f5 is equivalent
up to variable renaming. Since 2, I, f1,e, T, x are all fixed, thus f3 = fj.

A.6 Full Algorithm

The full rules for algorithm shows here:

A.7 Embedding

We choose the AARA variant presented in [2I], which serves as a comprehen-
sive summary of two decades of development in automatic amortized resource
analysis.

The syntax is given as follows:

en=ux
RV
|let z = e in eg
| (€1, €2)
| letp (z1,22) = €1 iney
| left(e) | right(e)
| case e{left(z1) — ey | right(zs) — e }
| nil | cons(x1, z2)
| case z{ nil — e | cons(z1,x2) — €1 }
| @1 (22)
|fun fz=e
| tick ¢

| share = as z1, 25 in e

In AARA, both construction and deconstruction operations incur explicit
resource costs, such as cley; Or capp. All such costs can be uniformly encoded
using the cost construct tick c e.
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Notably, the report [21I] does not include typing rules for the pair construc-
tor (e1,ez) or the destructor letp (x1,22) = e; in ey. However, pairs can be
straightforwardly encoded in AARA using the cons constructor. Concretely,

(e1,e2) = let x1 = ey in let x9 = eg in let x3 = cons(xz,nil) in cons(zq, z3).
Similarly,
letp (z1,25) = €1 ines = let x = ey in case z{nil — - -- (unused branch) | cons(z1,x2) — es}.

Therefore, we omit further discussion of pair translation in what follows.
We use the following encodings of standard types:

Unit = ind({}),
List(7") = ind({nil(Unit, 0), cons(T,1)}),
Ty + T» = ind({left(77,0), right(7%,0)}).

Our translation function h is defined as follows:

h(z
h({)

h(let x = ey in ey) = tick CLet; let © = tick cLey, h(e1) in tick cLe, h(ez)

) = tick cyar ©

)

) =
h(left(e)) = tick ciere left(h(e))

) =

)=

= tick cypir Unit

h(right(e)) = tick cright right(h(e))
h(case z{left(z1) — e; | right(z3) — e2}) = matd (x, {left(x1).tick ccaseLert R(€1),
right(zs).tick ccaseRight h(eg)})
h(nil) = tick Chil NI|()
h(cons(x1,x2)) = tick ccons Cons(xy, z2)
h(case z{nil — ¢¢ | cons(z1,z2) + e1}) = matd(z, {nil.tick ccasenit h(€0),
cons(x1,x2).tick CCaseCons h(el)})
h(x1 x2) = tick capp X1 T2
h(fun fx = e) = tick crn (fix f.Ax. h(e))
h(tick q ) = tick g Unit
) =

h(share z as x1, x5 in e) = h(e[z1 — =, 2 — z])

Most of the translation are straightforwards to show as the direction transla-
tion, except for the share x as x1,z2 in e. Since in our type system, the type
no longer carries potentials, thus we don’t need to split the type.

Now we do some definitions that will be used in our proof.

Definition 1 (Potentials and Types). We first define the potentials @, (A)
of a type A so that it returns the potential function of a program variable x of
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the type A.

$,(1) = Unit
&, (LP(A)) = fiz f matd(x,{nil(z).0,cons(x1,x2).(Py, (x1) + 0+ [ x2)}
&, (AP + B") = fixz f matd(x,{left(z).(P(A) + p), right(z).(P(B) + r)}
D, (Ax B) =0,(A)x— ma]+ D.(B)[x — max]

b, (A p/q B)=0

We also define types Type(-) of a AARA types as follows:

Type(1) = Unit

Type(LP(A)) = List(Type(A))

Type(Ap + B") = Type(A) + Type(B)
(Ax B) = Type(A) x Type(B)
(A p/q B) =

Type
Type (z : Type(A) = y : Type(B))jpra, (A) > qt+d,(B)]
Thus the potential function of a context I' in AARA system is defined as follows:

D(x, A: ') =D, (A)+P(I)
D(-) =0

We can also define the type context translation as follows:

Pure(x, A: ') =z, Type(A) : Pure(I')
®(-) —.

Next, we prove the embedding. Before presenting the main proof, we first
establish two useful lemmas.

Definition 2 (Context Substitution). For an AARA typing context I', we
define context substitution [x — y](I") as follows:

—IfI'=17, ©: Ay, Iy, y:As, I3 and A3 Y (Ay, As), then
[x = y|(I) = I, Iy, y:As, I3
—IfI'=11, y: Ay, Iy, x:As, I3 and As Y (A1, As), then
[ — y|(I') = I, y:As, Is, I5.
—Ifr=no, x:A), Iy and y ¢ Var(I'), then
[z = y|(I) = I, y: A, o

— Ifx ¢ Var(I'), then
[z —y|() =T
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— Otherwise, [z — y|(I') is undefined.

Note that for any Ay and As such that Type(A;) = Type(As), a type As
satisfying As Y (A1, A2) always exists.

We now state a lemma that holds in the AARA system and a lemma that
holds in Af2  that will be used in the embedding proof.

amor

Theorem 11 (AARA Substitution). If I l% e : A, then for all variables
x and y, if either (i) both x and y appear in I' with x : A1 and y : Az and
Type(A1) = Type(As), or (ii) at most one of x and y appears in I, then

(lz = o)D) o ([z — yle) - A.

Proof. The proof proceeds by direct induction on the AARA typing derivation
and is straightforward.

Theorem 12 (Weakening). IfI'|-|fi F e: [fg]rA and y is a fresh variable
with respect to I', then

Loy:Bl-|fike: [f] A

Proof. The proof proceeds by direct induction on the typing derivation of AJ2 .
and is straightforward.

We now proceed to the main embedding proof.

Theorem 13 (AARA embedding). For I l% e : A, there exists a potential
function @,(A) such that Pure(I") |- F ¢+ &, (A) < &L (A) and

Pure(I')| - |9(I) +p & he) : [P,(A)] Type(A).

Proof. We prove the theorem by induction on the AARA typing derivation I" I%
e: A.

— Case L:Var. The AARA typing rule is:

(L:VAR)

q 2 q/+CVar
q

T Aljx A

By translation, we must show that there exists &/ (A) such that x :
Type(A)|- F q+ @, (A) < P, (A) and

z: Type(A)| - |Po(A) +q © tick cyqapr 2 [P, (A)] Type(A).
Using rules TTiCcK, TVAR, and TRELAX, we derive:
x: Type(A)| - |P(A) +q F tick cyar T : [@I(A) +q— cVa,,LType(A).

Taking @/ (A) = @,(A) + g — cyqr completes this case.
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— Case L:Unit, L:Let, L:Left, L:Right, L:MatchSum, L:Nil, L:Couns,
L:MatchList. These cases follow analogously to Case L:Var.
— Case L:App.
(L:APp)
qZptcapp  q—d Zp—p +cap

.’EliAﬂ)B xIo : Al%xluzB

By translation, we must show

xy: (z: Type(A) = y : Type(B))jpro, (A)—qt+d,(B)) T2 2 Type(A) | - | ¢+ Py (A)
tick capp (71 72) @ [q' + Py(B)], Type(B).

By rule TAPP, we obtain

z1: (2 Type(A) — y : Type(B))pro, (A)—q+d,(B) T2 : Type(A)| - [q+ Dy, (A)
tick copp (T1 @2) 1 [q—p— capy + P (B)L/Type(B)

Since ¢ > p + capp, this judgment is well-typed. Moreover, from ¢ — ¢’ >
—p' + capyp, taking &) (B) = q¢ — p — capp + P,(B) completes the proof of
this case.

— Case L:fun.
(L:FuN)
rY(nr) Lf:AY5Ba:Ae: B q2q +cum

r I— fun fx=¢: B
Since I'Y (I, I'), we have &(I") = 0. By translation, it suffices to show

Pure(D), f : (x : Type(A) = y : Type(B)) pta,(A)—q+e, ()], - Type(A) | - | ¢+ Puy (A) B
tick cpun (fiz f.Az.h(€)) : [¢ + Py(B)]yType(B).

By the induction hypothesis, there exists @ (B) such that
Pure(I' f: A2 Ba: A)|- b pl +,(B) < &)(B)
and
Pure(I, f: A 2N B,x:A)| - |p+P.(A) F e: [@;(B)}yType(B).

Consequently,

Pure(I'), f: (z: Type(A) = y : Type(B))pra, (A)—q+d, (B) T : Type(A)| - | crun + Pay(A) F
tick cpun (fiz fAz.h(e)) : [Qy(B)]yType(B .

Applying rule TRELAX yields the desired judgment.
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— Case L:Relax.

(L:RELAX)
p . 0 i
rEre:Ad  g>p  q—q <p-p
q
Flye.A

By induction, there exists @/ (A) such that

Pure(l) |-+ p' + ®,(A) < P, (A)
and
Pure(I)| - |®()+p F h(e): [@;(A)]mType(A).
Let ¢(A) = ?/.(A) + g — p. Applying rule TRELAX yields
Pure(I)|- F q—p+p +P,(A) < P(A)
and
Pure(I)| - |®(I') +q F h(e): [@;’(A)]xType(A).

This completes the case.

— Case L:Weak. This case follows directly from Theorem[I2] and then reduces
to Case L:Relax.

— Case L:share.

(L:SHARE)
AY(Al,AQ) F, .’£12A1, .’EQIAQ'%GIB

F,:c:Al%e:B

By Theorem [T} we have
q
F,$~A|7[$1 — x,x9 > zle: B.

By induction (note that I',x : A contains strictly fewer variables than I', z :
Ay, 29 Ag), there exists @ (A) such that

Pure(I') |-+ ¢ + ®,(A) < P (A)

and
Pure(I')| - |9(I')+q F hie): [@;(A)]xType(A).

This corresponds exactly to the translation
h(share = as x1,z5 in e) = h(e[z] — z, x5 — 1)),

and therefore the case is proved.
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A.8 Untypability of AARA

In this section, we formally show that AARA is unable to type the map-append
example as well as the append example introduced earlier.

To this end, it suffices to show that the term append e; es is not typable in
AARA, and that the intermediate closure append ey already leads to a problem-
atic typing. In AARA, the closure append e; must have a type of the form

List? (int) 2%, Liste (int),

and therefore the only admissible typing judgment for append e; is

. l% append ey : ListP?(int) po/ts, List?(int).

Consequently, for the application append e; es, the function consumes pso -
length(e2) units of resource and produces ¢ - length(e; + e2) units of resource.
Since p1, q1, P2, ¢2, p3, and g3 are all constants that do not depend on e, we
may choose e; such that
p3 +p1

a2

Next, let es be the empty list nil. In this case, the output potential ¢ -length(e; +
nil) = ¢2 - length(ey) is strictly greater than the total input potential available.
This contradicts the soundness of AARA, which guarantees that all typable
terms can be evaluated safely without exceeding available resources. Hence, the
term append ey es cannot be typable in AARA.
Therefore, append e; es—and consequently higher-order examples such as
map-append—are not typable in AARA.

length(ey) >
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(AProJ1)
y, z ¢ dom(£2) Udom(I") (AVAaR)
Q|F|f1 Faei[fg]leng z:Tel
2| f1 Fa me: [minz;Tz(fg[x — (y,z)})]yTl |0k, x: [0]1T
(APRrOJ2)
Y,z ¢ dom(£2) Udom(I")
9] | r | f1 Fo € [fz]mT1 X Ty (AINT)
Q|| fi b me: [mingr, (f2lz — (y, z)])]zTg QII[[0] Fai: [O}Iint
(AERASE)
QI fi Fa e [fg]yT z:T e (ATICKP)
z ¢ fv(2)Utv(D) Utv(fi) Ufv(fz) UEv(T) QT fi Fae: [f2] T p>0
Nz || frlae: [fg]yT Q|| fi+phqtickpe: [fQLT
(ATICKN)

Q|F|f1 }—a e [fg]zT
p<O0

Q| I'|max(fi +p,0) ba tick pe: [fo —min(f; +p,0)]IT

(ARENAME) (AOP)
x,y ¢ dom(£2) Udom(I") y ¢ dom(§2) Udom(I’)
.Q|F‘f1 e € I:fQ]IT vje[LmiLQ'F‘flJ Fa €5 : [f%}wjint

R fitae: [f2[x’—>y”yT Q|r| zi:flj Fa opi(?): [zi:fzj]yint
j=1 Jj=1

(AFI1x) (APaBs)

z ¢ dom(£2) Udom(I") z ¢ dom(£2) Udom(I)
Q|F,J;:T|0Fae:[f]yT Q\F,x:TﬂOFae:[f]yTg
RII|0k, fizrz:T.e: [O]ZT 2|0k, Az :Th.e: [O]ZVm:Tl.Tg

(APappP)

Q|| f1lae: [fz]yVac:Tl.Tg

Q[0 ko po: [0] Th w ¢ dom(£2) U dom(I")
2|\ fr ke epv: [fz]ng[mev]

(APAIR)
Q| frl;a e [f2], Th
QI f3 Fa e2: [f4]I2T2 x ¢ dom(£2) Udom(I)
Q|F|f1 + f3 Fa (61732) : [f2[$2 — 7T2{E] +f4[{E1 — 7T1:E]]IT1 X Ty
(AABs)
Q| a:Ti|fs ba e [fa] To z ¢ dom(£2) U dom(I")

Y
Q|F,$:T1"f3§f1 .Q,yZTQ‘F,:C:Tl}—f2+f3ff4+f1

.Q|F|0 |—,1 AT : Tl.e: O}Z((m : T1 — Y T2)[f14)f2])

Fig. 5: Algorithmic Typing Rules
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(AArPP)
.Q|F|f1 l_a e : [fz]z((.’r : T1 — Y TQ)[f?’*)‘ﬂl])
.Q‘F|f5 Fo €2: [fﬁ]wT1 2, x:T |F [ f3[7.U'—>CL‘] < (f2—|—f6)[w'—>$]

Q. x: T fi+ fs ba erea: [(fo+ fo— fo)[w e 2] + fa] T2

(AAPPN)

Q|F|fl '_a el : [fQ]z((wiTl —>y5T2)[f3_>f4]) Q|F|f5 '_a [ [fg]le
Q,z: T | F falw—zx] > (f2+ fo)|w— z] if w ¢ dom(£2) Udom(I"),
then f=min..r, ((fs — f2 — fo)lw—a])  else f=fs—fo—fo
QT f+fitfs Faerea: [(f+ fat fo— fa)lw e o] + fa] T2

(ALET)

=

QIT I Fo et [£2],
'Q|F7:E:T1|f3|_a€2:[f4:|yT2 QN x:T + fs< fo

X
Q,:C:T1|F‘f1+f5 o let x =e1 in es : [27f3+f4]yT2

(ACons)
Q|F|f1 l_a €o - [fQ]ZoT; V] c [1,mz],Q|F|f5J l_a €j: [f4j]zjmd(0, (T,m)

f5s = matd(y7ci(x07 (xlv ,xm7))(f2 + Zf4j)7cj(i¢j)(x05 (xla 7xm])) + OO)

QT fi+ > fs; Fa Cileo, (€1, m,)) : [f5] ind(C, (T, m)
j=1
(ADEs)
2 | I | fl l_a € - [fg]zznd(C, (T, m)
Vi, 2|1, zo : Ty, ..., Tm,; 1 nd(C, (T,m)) | fai Fa € : [f4i]yT1
f = max(maxi (maXIO:Ti,.,., zmi:ind(c,(T,m) (‘f31))’ f2)
if x ¢ U F7 then f5 = minzjmdm(f — f2) else f5 = f — f2

Q|| f1+ fs Fa matd(eo, C(xo, (1, ..., Tm).€) : [mini(minIU:Ti’wz’mi:mdm(ﬁ + fo— fai + f4i))]yTl

Fig. 6: Algorithmic Typing Rules
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(TTickp) (T'TICKN)
QT fike: [fo] T p>0 QT fi—pte: [2]. T  p<0
QL fi+pFtickpe: [fa] T QIT|fi Ftickpe: [fo] T
(TDroP)
QT | fi ke [f2] T
(T;N(;F) () U dom(I) Qz:T|IF f3< fo
T om om
QI F i+ [o] int QIrifke: [f],T
(TFix)
z ¢ dom(£2) Udom(I")
x ¢ typefv(e) U fv(T) (TRENAME)
Q|E$:T|0F@:[O]T z,y ¢ dom(£2) Udom(I")
: 0 QIT|fi ke [p],T
Q|F\0Ffzmx:T.e:[0]zT "

Q| fike: [fg[ﬂg»—)g]]yT[:r»—)y}

(TProJ1)

y ¢ dom(£2) Udom(I")
.Q‘F|f1 Foe: [fQLETl ><T2
Q7$:T1XT2|F = fg[yi—>7l'1.l‘]§f2
.Q‘F|f1 }_ 1€ @ [fS]yTl

(TPRrOJ2)

y ¢ dom(£2) Udom(I")
QT it e: [fo] Ti xTs
Q0T xTo | F faly— moa] < fo
QT fi F me: [fs}yTz

(TVaR) (TRELAX)
z:Terl Q|F|fl|_€2[f2]zT
2|k f3>0
QIr'0F z: [O]ZT

Q|F|f1-|—f3 l_ e : I:f2—|—f3]$T

Fig. 7: Typing Rules
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(TPAIR)
QI fiFoer: [f2]11T1
QI fs F ez [f4]z2T2 x ¢ dom(§2) Udom(I)

QT fi+ f3 & (er,e2) s [folar = ma] + fafzs = moa]] Ti x To

(TERASE)
QU fike: [f], T 2:Ten

2 ¢ () Utv(I) U (f1) U (Bv(f2)\y) U v (T\y)
Nx| | fr ke [fg] T

Yy

(TPaBs)
z ¢ dom(£2) Udom(I)
Lz:Ti|0F e: [O]UTQ

QIT|0F Az :Ty.e: [O]va:Tl.TQ

(TPaPP)
.Q‘F|f1 F e [fg]yV.iL‘:Tl.TQ
QIT|0F pv: [0] Th w ¢ dom(£2) Udom(I")
QT | fi - epv: [fo] Tolz — pv]

(TOp)
y ¢ dom(£2) Udom(I")
Vi€ [L,md, || fi, Foej: [fgj]zjmt

QY iy Fopi(@): [ fy] int
j=1 Jj=1

Fig.8: Typing Rules

53
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(TABs)
N Lx:Ti|fLFe: [fg}yTQ z ¢ dom(£2) Udom(I)

QIT0F Az :Tie: [0]_((z: T = y:To) 1)

(TArp)

.Q‘F|f1 [ €e1 : [fz]z((xlTl —>y:T2)[f3*>f4])
Q|F|f5 Foes: [fﬁ}le .Q,CK:Tl‘F I f3[w0—>x} <(f2+f6)[’w>—>$]

Qa: T it fs bever: [(fat fo— fo)lwa]+ fu] To

(TLET)
Q|F‘f1 = €1 : [fg]le
Q‘F,:L‘:T1‘f3|—62:[f4}yT2 Q‘F,.’L‘:T1|—f3§f2[zi—>l‘]

Q,$:T1‘F|f1+f5 Fletx =e1 in es: [fg[zi—)m]—fg-f—fdyTz

(TCons)
y ¢ dom(£2) Udom(I")
Q|F|f1 F eo: [fg]xole V] S [l,mz],Q|F|f3J = e;: [f4j]xjind(C’, (T,m)

02, x0: Ty, ..., T, :md(C, (T,m) ‘F = f5[y — Ci(mo, (a:l,...,wmi))] < fo+ Z‘f4j
j=1

|| A +ifgj F Ci(eo, (€1, .y em;)) : [f5]ymd(c, (T, m)
(TDgEs)
QIT| fi + eo: [fo] ind(C, (T, m) Vi, Vi € [1,m],z; & £v(f3) U fv(Th)
Vi, 2| I, o : Ty ooy Tm, 2 ind(C, (T, m)) | fo|z = Ci(zo, (1, ..., Tm;))] F €i: [f3]yT1

Q|| fi F matd(eo,C(zo, (1, ..., Tm).-€) : [fg}yTl

Fig.9: Typing Rules
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(EAPPL) (EAPPR)
ei|p—eilq ex|p—eslq (EProsl)
erex|p—eie|q vier|[p—vies]q mi(v1,v2) [P v | p
(EPAIR1) (EPAIR2)
(EPROJ2) ei|p—eilq e2|p—erlq
ma(v1,v2) [P vz [ p (e1,e2) | p— (e1,e2) | ¢ (vi,e2) [ p = (v1,e3) | ¢
(ETicK) (EOP)
g—p>0 Eval(op;, V) = v
tickpe|g—e|q—p opi(V) | p—' | p
(EF1x) (EPaAPP)
fixx:T.e|p—elz— fixrax:T.e|p Az:T.ev|p—elz—v]|p
(EAPP)

Ax:Ti.eyva | p—efr—uv|p

(ECon0)
eo|p—renlyq
Cj(e()? (61, "'aemj)) | p — Cj(6107 (ela "'aEm_j)) | q

(ELETL)
e1 | p > ell | q (ELET)

letx=e1ines | p—rletz=clines|q

letz=wviine | p—ez—ui]|q

(EConL)
ei|p—eilq i>1

Cj(v0, (U1, o, Vim1, €05 €it 1, oy €m)) | D= Cj(v0, (U1, .y Vim1, €5, €041, 0 €m;)) | g

(EOP1)

ei|p—eilq

Opj(U07 (Ulv ceey Vi—1,€64, €441, '~'7emj')) | p— Opj(1}07 (1}17 ~"71}i—1,€'/i7ei+17 "~7emj)) | q
(ECAsEL)
eo|p—en|q

matd(eo, C(zo, (1, ..., xm)-€) | p = matd(ey, C(xo, (T1, ..., Tm).€) |

(ECASE)

matd(Cj(vo,(vl,...,vmj)),Cj(xo,(x1,...,xmj).ej§ | D= €j[T0, s Tmy = V0, s U] | D

Fig. 10: Evalutaion Rules
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